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Abstract—Video distortions such as Noise, 
structural deformation and video impairments are 
major problems associated with video wall 
implantation. It is difficult to make a definite 
conclusion on the performance of the overlay and 
the offset algorithms when used for bezel 
compensation in video walls. In this paper, these 
two algorithms are implemented on Raspberry pi 
(R- pi) microcomputer as a sever-client model 
connected to Liquid crystal displays (LCDs) while, 
video quality metric (VQM) was used for 
evaluation of video impairments. Four (4) videos 
at varying frame rates (10fps, 25fps, 30fps, and 
60fps) and resolutions of 360p, 480p, 720p and 
1080p were selected, processed and recorded 
with a remotely controlled smartphone camera (64 
Megapixel), as an image acquisition device (in an 
air-conditioned, darkroom).  Results analyzed 
using one-way analysis of variance (ANOVA) at 
95% confidence level (α=0.05), revealed significant 
differences for variation in resolution; F1, 6 = 
16.92625, p= 0.006257 with overlay having better 
mean performance of ¯x = 13.7, Ϭ2 = 0.01875, 
while offset had ¯x = 14.3375, Ϭ2 = 0.077292.  
Further results also showed significant 
differences for frame rate variation with the 
overlay outperforming the offset algorithm with up 
to 15.25%, 4.90%, 0.15% and 0.66% for 10fps, 25 
fps, 30 fps and 60 fps respectively. These results 
revealed the overlay has less impairments than 
the offset at lower frame rates and that VQM is 
useful for evaluating video impairments.  

Keywords—Video wall; Raspberry pi (R-pi); 
bezel; offset; overlay; impairments; Video Quality 
Metric (VQM). 

 
 

 

1.0 INTRODUCTION 

1.1 Background  

 The configuration of multiple display units to 

form a larger screen is referred to as video wall. 

These type of displays are required to increase 

pixel density per unit cost, suit available space or 

customize layouts, orientation, and lower cost and 

display multiple information simultaneously [1-

5].  

Liquid crystal displays (LCDs) are 

predominantly used to save power, space and 

cost. Unfortunately they are limited by type of 

processing hardware, algorithms and screen 

bezels used, thereby leading to visual 

discontinuity, image distortion and user 

distractions. [4, 6, 7].  

Screen bezels are the border areas 

surrounding the LCDs limiting the display of 

image and how close LCDs monitors can be tile 

together to form a video wall (Fig 1). 

 

 
Fig 1: Bezel on LCD Based Video Wall  

Bezel effects are largely tackled by physically 

removing plastic covers [8, 9] and using displays 

with smaller interior bezels [10, 11]. These 

approaches resulted in aesthetically pleasing 
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displays, but limited by availability and cost of 

small interior bezel displays.  

The alternative approach is to use bezel 

compensation techniques; thereby offering lower 

cost, increasing flexibility to use available 

displays (with varying bezel sizes), but with the 

tradeoff of visually image distortion [12]. 

Several researches reported varying findings 

associated to bezel effects, including no 

differences between bezel and bezel-less 

conditions [13-16], both positive and negative 

effects [17] and positive effects [8]. The 

inconsistency or inconclusiveness of these 

researches resulted in the called for a more 

controlled investigations [7].  

With the introduction of bezel compensation 

(Offset and Overlay algorithms), studies such as 

[6, 7, 18] used available LCDs with varying 

bezels and applied these algorithms to explore 

aspects of image distortion (user distraction), 

when bezels are present.  

Based on subjective assessment (mean opinion 

score (MOS)), [19] found out that the offset is 

better than the overlay, while [6, 20] 

demonstrated that the overlay is better than the 

offset. However [18] found that the performance 

of algorithm will depend on bezel size.  Authors 

[18] concluded that these techniques, be 

investigated as there is no clear conclusion on the 

comparison of the two algorithms as the overlay 

approach performed poorly at a bezel of 1 cm 

instead of 4 cm.  

In video wall several types of distortions 

are responsible for user distractions, some of 

these distortions include; noise, structural 

distortions and video impairment. Video 

impairments typically is made up of blurring [21], 

jerkiness and jitter  [22], global noise, block 

distortion, and color distortion [23] and are 

associated to performances of displays,  

connections,  algorithms and processing system. 

Particularly, when fast moving and high 

resolution scene are displayed.  

[24] Simulated the two bezel 

compensation algorithms and evaluated with 

three objective metrics. VQM showed differences 

of up to 10% video impairments and 

recommended further investigation during 

development of video wall. 

Based on literature, it has been observed 

that previous researches in this area used personal 

computers and subjective assessments leading to 

high cost and inconsistent reports. In addition, the 

impact of other possible causes of user distraction 

such as video impairment; blurring, jerkiness, 

global noise, block distortion, and color distortion 

in video wall has not been exclusively 

investigated. 

A cost-effective, approach towards 

implementation of video wall is the use of 

microcomputers [2]. While, a consistent and 

control alternative that is comparable with 

subjective testing and useful for real-time 

measurement of video quality is objective quality 

assessment [25]. The use of objective assessment 

in a controlled condition has remain unexplored 

making it difficult to estimate the level of video 

impairment.  

This paper therefore present a study of 

video impairments for fixed bezel (2 cm), 3-by-3 

video wall, as a result of input video variation and 

bezel compensation algorithms. The study uses 

server client model with Raspberry pi (R-pi) 

microcomputers, piwall codec, 15” LCDs and 

10/100Mbits switch to implement the two bezel 

compensation algorithms. Camera approach was 

used for data acquisition in a controlled 

environment while VQM and ANOVA for 

analysis. Two experiments were conducted to 

investigate video impairments, associated with 

frame rate and resolution variation when using 

the two algorithms. 

 

1.2  Bezel Compensation Techniques    

Bezel compensation techniques are software 

approaches aimed at reducing bezel effects in 

video wall as a result of video splitting. The two 

methods traditionally used to handle image 

distortions despite the presence of bezels 

includes; 

(a) The offset approach (Fig 2(b)); which 

simply ignores the bezels and their effect on 

the continuousness of a scene. With this 

approach images are split to required forms 

and scaled to fit the desired displays but, 

image appear to be stretched.  

(b) The overlay approach (Fig 2(c)); tries to 

compensate for the bezel problem by 

eliminating the images that would fall under 

the bezel areas. This result is an overall 

continuous image but with potentially 

important information “hidden” by the 

bezels [6]. 

http://www.jmest.org/
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(a) Original Image   (b) Offset      (c) Overlay. 

Fig 2: Bezel Compensation in LCD Walls 

 

1.3  R- pi (R-pi) Microcomputer  

R-pi is a small size, low-cost 

microcomputer developed by the R-pi Foundation 

in the UK, the device is supported by the 

Raspbian operating system with variety of 

interfaces and multimedia codes. Some supported 

interfaces are as labeled in Fig 3. 

 
 

Fig 3: R-pi Microcomputer Board 

 

 R-pi also supports several programming 

languages ranging from C, C++, Python, Java, 

Ruby and Lisp. Among these, Python 

programming is preferred for the following 

reasons [26, 27]: Simpler, Portable, Fewer lines 

of codes, Low memory usages compare to others, 

Graphical User Interface (GUI), Network and 

internet programming. 

 R-pi are useful for video streaming with 

multimedia players such as GStreamer, FFmpeg, 

VLC and OMXPlayer. It has been demonstrated 

that it support a wide range of programming 

languages, has been used to demonstrate the 

implementation of video wall [2]. 

1.4 Video Quality Assessment (VQA) 

Video quality assessment (VQA) is a measure 

of the goodness of a processed video compared 

to the original or similar processed video. This 

can be either subjective or objective assessment; 

the former are assumed to be consistent with 

actual video quality but dependent on human 

nature. While the latter, are based on 

mathematical algorithms developed to mimic the 

human judgment and to be consistent. Objective 

metrics are verifiable and applicable in 

applications such as monitoring, optimizing 

algorithms, adjusting video quality, parameter 

settings and benchmarking of video processing 

systems [28]. 

Video Quality Metric (VQM) is an objective 

metric for evaluating image quality similar to the 

degree of distortion seen by humans. It is useful 

for evaluating video impairments such as 

blurring, jerkiness, global noise, block distortion, 

and color distortion. VQM algorithm developed, 

has been tested and compared to subjective 

metrics by Video Quality Experts Group 

(VQEG), values found to correlate with 

subjective viewer ratings up to 0.9 (90%) [29 -

31].  

The algorithm performs operations on the 

discrete cosine transform (DCT) coefficients 

(local contrast calculations and comparison with 

the contrast perception function). Values: 0 

means no difference (best quality), the higher the 

value, the greater the difference (worst quality). 

This metric is based on simplified human spatial-

temporal contrast sensitivity model. The model 

calculates distortion of a processed video in four 

steps:  

1. For every frame the model performs DCT 

for 8 x 8 pixels blocks bi(x,y,t) of the 

original video frame p(x,y,t), (equation 1) 

and for blocks bi'(x,y,t) of the processed 

video frame p'(x,y,t) (equation 2). 

 

𝐷𝐶𝑇𝑏𝑖(𝑢, 𝑣, 𝑡) = 𝐷𝐶𝑇(𝑏𝑖(𝑥, 𝑦, 𝑡))    (1) 
 

𝐷𝐶𝑇𝑏𝑖′(𝑢, 𝑣, 𝑡) = 𝐷𝐶𝑇(𝑏𝑖′(𝑥, 𝑦, 𝑡))   (2) 
                                    

2. The model converts DCT coefficients to 

Local Contrast values LCi (u,v,t) by using 

DC component of each block (𝐷𝐶𝑖). 

𝐿𝐶𝑖(𝑢, 𝑣, 𝑡)) =
𝐷𝐶𝑇𝑏𝑖(𝑢,𝑣,𝑡).(

𝐷𝐶𝑖
1024

)
0.65

𝐷𝐶𝑖
       (3)  

       

𝐷𝐶𝑖 = 𝐷𝐶𝑇𝑏𝑖(0,0, 𝑡)                                (4)   
                                               

Similarly, LCi'(u,v,t) of the processed video is 

obtained.  

http://www.jmest.org/
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3. The model converts LCi(u,v,t) and 

LCi'(u,v,t) to Just Noticeable Difference 

Values, JNDi(u,v,t) and JNDi(u,v,t), by 

using static and dynamic spatial contrast 

sensitivity function (CSF). 

4. The JND coefficients of original and 

processed sequences are subtracted to 

produce a difference values Diffi(t). This 

model incorporates contrast masking into 

simple maximum (𝐷𝑖𝑠𝑡𝑀𝑎𝑥) operation 

and then weights it with the pooling mean 

distortion (𝐷𝑖𝑠𝑡𝑀𝑒𝑎𝑛). Final VQM score is 

obtained by: 

𝐷𝑖𝑠𝑡𝑀𝑒𝑎𝑛 = 1000. 𝑚𝑒𝑎𝑛 (𝑚𝑒𝑎𝑛(𝐷𝑖𝑓𝑓𝑖(𝑡))) (5)  

                            

𝐷𝑖𝑠𝑡𝑀𝑎𝑥

= 1000. 𝑚𝑎𝑥 (𝑚𝑎𝑥(𝐷𝑖𝑓𝑓𝑖(𝑡))) (6) 

 

𝑉𝑄𝑀 = 𝐷𝑖𝑠𝑡𝑀𝑒𝑎𝑛 + 0.005. 𝐷𝑖𝑠𝑡𝑀𝑎𝑥      (7)  
 

1.5  Analysis of Variance (ANOVA) 

Analysis of variance (ANOVA) is a statistical 

technique that used to verify if there are 

significant difference between the means of two 

or more groups (𝑥1, 𝑥2 … 𝑥𝑘). This is done by 

comparing the impact of one or more factors 

particularly the means of different samples for 

null hypothesis (H0) or the alternative hypothesis 

(H1) [32]. The null and alternative hypothesis are 

given as; 

𝐻0 ∶  𝑥1 = 𝑥2 = ⋯ = 𝑥𝑘  𝑎𝑛𝑑 
 

 𝐻1 ∶  ∃1 ≤ 𝑖 1 ≤ 𝑘: 𝑥1 ≠ 𝑥2 
The null hypotheses is the condition by which all 

means are equal, for the alternative hypotheses 

there is at least one pair with unequal means. 

Where, 𝑥𝑖is the mean of the group i; ni is the 

number of observations of the group i; 𝑥 is the 

overall mean; k is the number of groups; 𝑥𝑖𝑗is the 

j
th

 observational value of group i; and N is the 

number of all observational values. 

The mean samples (𝑥𝑖), and grand mean of the 

data set (𝑥) are expressed as in equations 8 and 9. 

𝑥𝑖 =
1

𝑛𝑖
∑ 𝑥𝑖𝑗

𝑛𝑖

𝑗=1

                       (8) 

                                                         

𝑥 =
1

N
∑ ∑ 𝑥𝑖𝑗

𝑛𝑖

𝑗=1

            𝑘

𝑖=1

                        (9) 

The sample variance (𝑠𝑖
2) is given as; 

𝑠𝑖
2 =

1

(𝑛𝑖 − 1)
∑(𝑥𝑖𝑗 − 𝑥𝑖)

2

𝑛𝑖

𝑗=1

                 (10) 

MSE is the estimate of the variance (𝜎2) 

common to all k population. The comparison of 

the variation between groups (levels) and the 

variation within samples is carried out by 

analyzing their variances. Given that  the sum of 

squares for error  (or  within  groups)  SSE,  and  

the  sum  of  squares  for  treatments (or between 

groups) SSC: 

𝑆𝑆𝐸 = ∑ ∑(𝑥𝑖𝑗 − 𝑥𝑖)2

𝑛𝑖

𝑗=1

            𝑘

𝑖=1

= ∑(𝑛𝑖

𝑘

𝑖=1

− 1)𝑠𝑖
2        (11) 

𝑆𝑆𝐶 = ∑ ∑(𝑥𝑖 − 𝑥)2

𝑛𝑖

𝑗=1

            𝑘

𝑖=1

= ∑ 𝑛𝑖(𝑥𝑖 − 𝑥)2        (12)

𝑘

𝑖=1

 

 

The Fisher’s distribution (F) statistic is the ratio 

of intergroup variance to intragroup variance 

given as; 

𝐹 =
𝐼𝑛𝑡𝑒𝑟𝑔𝑟𝑜𝑢𝑝 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝐼𝑛𝑡𝑟𝑎𝑔𝑟𝑜𝑢𝑝 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒
=

𝑆𝑆𝐶
𝑘 − 1
𝑆𝑆𝐸

𝑁 − 𝑘

      (13) 

 

𝐹 =
∑ 𝑛𝑖(𝑥𝑖 − 𝑥)2𝑘

𝑖=1 /(𝑘 − 1)

∑ (𝑛𝑖
𝑘
𝑖=1 − 1)𝑠𝑖

2/(𝑁 − 𝑘)
            (14) 

 

𝐹 =
∑ 𝑛𝑖(𝑥𝑖 − 𝑥)2𝑘

𝑖=1 /(𝑘 − 1)

∑ (𝑥𝑖𝑗 − 𝑥𝑖)2/𝑁 − 𝑘𝑛
𝑖𝑗=1

           (15) 

 

Under H0 this statistic has 𝐹(𝑘 − 1, 𝑁 −
𝑘) holds for the test criteria. 𝐹 > 𝐹1−∝,   𝐾−1,   𝑁−𝑘. 

Where, 𝐹1−∝,   𝐾−1,   𝑁−𝑘  𝑖𝑠 (1−∝) quantile 

of F-distribution with 𝐾 − 1,    and 𝑁 − 𝑘 degrees 

of freedom, then hypothesis H0 is rejected on 

significance level α [33]. 

In addition, the p-value shows the 

probability of rejection of the null hypothesis in 

case the null hypothesis holds. In case 𝑝 <∝, 

http://www.jmest.org/
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where α is chosen significance level, is the null 

hypothesis rejected with probability greater than 

(1−∝)100% probability. [18, 33] used ANOVA 

with alpha-value of 0.05. 

 

2.0 METHODOLOGY 

2.1 Test Bed Development 

 To implement the 3-by-3 video wall testbed, R- 

pi microcomputers (model 3B+)as the  server and 

the clients with 10/100Mbps switch and 15” 

computer monitors used as display1-9 as in Fig. 

4.  

 

Fig. 4: Server Client Model  

The computer monitors used in the work to setup 

the tile display unit has the properties shown in 

Table 1. 

 
Table 1: Monitor Properties  

 
 

 Using Fig. 5, video splitting, bezel compensation 

and coordinate points for the video wall 

considering he two algorithms were obtained as 

in equations 16-23; 

 

 
Fig. 5: 3 by 3 Video Wall Display Layout 

 

The wall definition and the individual 

display definition, defined by coordinates based 

on the model in Fig 5 can be expressed using 

equations 16 and 17: 

𝐷𝑛 = 𝑓[𝑋𝑛, 𝑌𝑛, 𝑤, ℎ]                             (16) 
 

𝑆𝑊 = 𝑓[𝑋0, 𝑌0, 𝑊𝑠, 𝐻𝑠]                          (17) 
Where, Dn, is display definition, Xn, Yn 

represent the top left x and y coordinates of the 

display while, 𝑤 and ℎ  represent the width and 

height of the selected monitor respectively. Sw, is 

the wall size definition, X0, Y0 represent the 

initial x and y coordinate of the wall, while Ws 

and Hs the width and height of the predicted wall 

size respectively. 

 

1. For offset model  

The video is configured to fit the wall size 

using Equations 18 and 19, then split 

(cropped to remove bezel area) using 

coordinate points obtained from Equation 20 

and programed to operate as in  (Fig 6 (a)). 

 𝑊𝑠 = N𝑤                              (18) 

 𝐻𝑠 = 𝑁ℎ                               (19) 

𝑓(𝑋𝑛, 𝑌𝑛) = {

𝑛

2
𝑤  , 𝑛  𝑖𝑠 𝑒𝑣𝑒𝑛 𝑁𝑜𝑠

𝑛

2
ℎ , 𝑛  𝑖𝑠 𝑒𝑣𝑒𝑛 𝑁𝑜𝑠

       (20)  

2. For overlay model  

The video is configured to fit the wall 

size using equations 21 and 22, then split 

(cropped to remove bezel area) using 

coordinate points obtained from equation 23 

and programed to operate as in Fig. 6 (b).   

 𝑊𝑠 = 𝑏 + 𝑁(𝑤 + 𝑏)                     (21) 
 

𝐻𝑠 = 𝑏 + 𝑁(ℎ + 𝑏)                      (22)  

𝑓(𝑋𝑛, 𝑌𝑛) = {
𝑛 (

𝑤

2
+ 𝑏) , 𝑛  𝑖𝑠 𝑒𝑣𝑒𝑛

𝑛 (
ℎ

2
+ 𝑏) , 𝑛  𝑖𝑠 𝑒𝑣𝑒𝑛

        (23) 

 

Where, Ws and Hs stand for width and height 

of entire wall, w or h for width and height of 

individual display area, while, N is the number of 

displays on rows or columns (3). 𝑋𝑛 𝑎𝑛𝑑 Yn 

represent x and y coordinates for rows and 

column of display from top left, and n is the 

number of coordinates point while b is the bezel 

size.  
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2.2 Hardware Implementation 

To reduce effect of having variation on 

the displays as a result of aging. The 3-by-3 tile 

display was setup, using 15”, 10 mm bezel 

monitors obtained from same source, with same 

manufacturer specifications and same batch 

numbers. Similarly, to reduce bezel variation 

during installation, all monitors were tightly 

aligned while, to reduce structural distortion such 

as contrast, luminance and texture, all parameters 

of the monitors were set as in Table 2. 

 

                         

(a) Offset                          (b) Overlay  

 Fig. 6: Bezel Compensation Algorithms models 

 

Table 2: Monitor Parameter Settings 

 
 

The tile screen configured with R- pi 

microcomputers based video wall was setup in an 

air-conditioned room 380 cm by 400 cm, and 

recording done under a 0 Lux (Dark room) 

condition, light intensity measured with a light 

meter at a fixed position perpendicular to the 

screen. Whenever the condition was switched, 

there was always at least 10 minutes idle period 

before experiment sections, this is to maximize 

the illuminant temporal stability. A 64 Megapixel 

camera was set in front of the screen to record the 

videos and transfer same to a Core i7 Laptop used 

for processing as shown in Fig. 7. 

 

 
Fig. 7: Experimental Testbed and Data 

Acquisition setup 

 

2.3 Software Implementation  

Algorithms implemented based on equations 

and layout in Fig. 5 were implemented using 

Python codes.  Piwall codecs, ffmpeg, and 

pwomxplayer multimedia were installed. Four (4) 

YouTube videos [34-37] at varying frame rates 

(10fps, 25fps, 30fps, and 60fps) and resolutions 

(360p, 480p, 720p and 1080p) downloaded using 

source site [38] and processed. These test videos 

are referred to as video 1, video 2, video 3, and 

video 4 as in Table 3.  

 

 

 

 

 

 

 

 

 

http://www.jmest.org/


Journal of Multidisciplinary Engineering Science and Technology (JMEST) 

ISSN: 2458-9403 

Vol. 8 Issue 9, September - 2021  

www.jmest.org 

JMESTN42353882 14604 

Table 3: Video Parameters 

 
 

Videos is to reflect wide sources of videos 

such as 360p; smart phones, and mobile devices. 

480p used for DVD, laptop and smaller TVs. 

720p; True high-definition (HD) television 

channels broadcast.  1080p; (Full HD) used in 

television stations and shared on social media, for 

showing on larger screens and TVs. 

For comparison purpose, a similar sized 

television was used to display content of all 

bezel-less videos. Both videos with bezel and 

bezel-less videos were recorded with a High 

definition smart phone camera (64 Mega pixel) 

under dark room condition.     

To reduce the influence of surrounding or 

background on the estimated video quality, all 

recorded videos were processed with python 

scripts trimming unwanted background and 

frames to generate a cropped version. The 

cropped version contains only the actual image 

content without surround or background, and 

frames recorded before or after the end of video. 

Finally, resulting videos (bezels and 

bezel-less) were compared (evaluated) for video 

impairment using Moscow State University 

(MSU) VQMT [39] and analyzed with ANOVA. 

 

3 RESULTS 

3.1  Implementation     
The screenshots of processed video using the 

two approaches are as shown in Figs 8 to 11.  

 

(a) Offset                                (b)  Overlay     

Fig. 8: Screenshots of Processed Video 1 

 
(a) Offset            (b)  Overlay    

Fig. 9: Screenshots of Processed Video 2 

 
(a) Offset                (b)  Overlay  

Fig/ 10: Screenshots of Processed Video 3

 
(a) Offset                (b)  Overlay  

Fig. 11: Screenshots of Processed Video 4 

 

3.2 Video Impairment Evaluation  

The MSU software was used to measure 

VQM values in a video sequence. Average metric 

values (Avg) for videos with varying frame rate 

and resolution were recorded and plot as shown 

in Figs 12, to 17. For the two algorithms, the four 

videos with fixed frame rate but varying 

resolutions are here referred to as “10 fps, 25 fps, 

30 fps and 60 fps” (Figs 12 to 14) while varying 

frame rate the videos are here referred to as 

“360p, 480p, 720p and 1080p” (Figs 15 to 17). 

For comparison, all processed videos are recorded 

using same file format (mp 4). For interpretation 

of each parameter measured, the referenced 

values (best quality) of the metrics VQM = 0 

[30]. 
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3.2.1 Effect of Resolution  Variation  

 Fig. 12: Resolution Impairment with Overlay  

                                                                   

 Fig. 13: Resolution Impairment with Offset  

 
Fig. 14: Mean Resolution Impairment of Videos.  

 

3.2.2 Effect of Frame Rate Variation  

 Fig. 15:  Frame Rate Impairment with Overlay 

 

 Fig. 16: Frame Rate Impairment with Offset  

 

 
Fig 17: Mean Frame Rate Impairment of Videos. 

 

4 DISCUSSION OF RESULTS 

Figs 8 to 11 show how videos are split 

into nine segments using algorithms, Figs 8(a) to 

11(a) show the offset approach, these show that 

when a video is spitted into nine (9) different 

non-overlapping segment and displayed on the 

tiled display, the image will be stretched and or 

misaligned, while the offset approach in Figs 8(b) 

to 11(b) show that images are aligned and not 

stretched but information are hidden. 

Effects of variation in resolution Fig. 12 

shows that as the resolution changes the video 

impairments changes is small, In using ANOVA 

for Fig. 12, analysis of VQM metrics reveals F < 

Fcrit and p > α (F3, 12 = 0.007726, p= 0.999013, 

Fcrit = 3.490295) hence, insignificant differences 

in video impairment; irrespective of resolution; 

with best VQM (𝑥 = 13.55, Ϭ
2
 = 12.16333), at 

1080p, worst of (𝑥 = 13.875, Ϭ
2
 =11.7625) at 

720p for overlay. Similarly, for offset Fig. 13 

shows F < Fcrit and p > α (F3, 12 =0.055697, 

p=0.981884, Fcrit = 3.490295) with best VQM (𝑥 

= 14, Ϭ
2
 = 5.833333), at 720p, worst of 𝑥 = 

14.65, Ϭ
2
 = 7.763333 at 1080p. 

Comparing the two algorithms for 

variation in resolution Fig. 14 shows F1, 6 = 

http://www.jmest.org/


Journal of Multidisciplinary Engineering Science and Technology (JMEST) 

ISSN: 2458-9403 

Vol. 8 Issue 9, September - 2021  

www.jmest.org 

JMESTN42353882 14606 

16.92625, p= 0.006257, Fcrit = 5.987378 (F > Fcrit 

and p < α) hence, there is significant differences 

for use of algorithms, with overlay having better 

performance of 𝑥 = 13.7, Ϭ
2
 = 0.01875, while 

offset had 𝑥 = 14.3375, Ϭ
2
 = 0.077292.  

Effect of frame rate variation Fig. 15 

shows F > Fcrit and p < α (where, α =0.05; 95% 

confidence level) hence, there is significant effect 

for frame rate variation with VQM; for overlay 

F3, 12 =115.2542, p=4.12E-09, Fcrit = 3.490295 

having 10 fps video VQM (𝑥 = 9.725, Ϭ
2
 = 

0.0625), and 25 fps video (𝑥 = 13.1, Ϭ
2
 =0.42) 

while, the 30 fps and 60 fps videos have VQM (𝑥 

= 16.875, Ϭ
2
 =0.815833), and (𝑥 = 15.1, 

Ϭ
2
=0.006667) respectively. For offset Fig. 16 

shows F3, 12 = 59.49001, p= 1.78E-07, Fcrit = 

3.490295 with 10 fps video having best VQM (𝑥 

= 11.475, Ϭ
2
 = 0.369167), while 25 fps, 30 fps, 

and 60fps videos had (𝑥 = 13.775, Ϭ
2
 

=0.195833), (𝑥 = 16.9, Ϭ
2
 =0.113333) and (𝑥 = 

15.2, Ϭ
2
= 0.74) conditions. 

Comparing the two algorithms for 

variation in frame rate Fig. 17 shows F1, 6 = 

0.110783, p= 0.750576, Fcrit = 5.987378 (F < Fcrit 

and p > α) hence, there is insignificant differences 

for use of algorithms, though the overlay has 

better performance (𝑥 = 13.7, Ϭ
2
 = 9.400417) 

while offset had 𝑥 = 14.3375, Ϭ
2
 = 5.273542. 

5 CONCLUSIONS  

In this paper a 3-by-3 video wall with overlay 

and offset bezel compensation algorithms has 

been implemented on R- pi microcomputers and 

video impairments evaluated with VQM while 

ANOVA has been used to analyze the evaluated 

results. Results showed, the offset introduces 

video distortion such as misalignments and 

stretching while, the overlay approach introduces 

missing contents. However, the use of VQM 

showed the overlay outperformed the offset 

algorithm with differences of up to 15.25%, 

4.90%, 0.15% and 0.66% for 10 fps, 25 fps, 30 

fps and 60 fps videos respectively. Also, with up 

to 5.54%, 3.68%, 0.89%, and 7.51% differences 

for 360p, 480p, 720p and 1080p videos 

respectively.  

This showed less video impairments (less 

user distractions) when overlay is used while 

resolution changes. In addition, the use of any 

compensation technique alone showed significant 

difference in use of video with different frame 

rate. However comparing the two algorithms 

based on frame rate changes, there are less 

differences in video impairments. This paper has 

shown that the proposed approach of using VQM 

to evaluate the video impairment with bezel 

compensation algorithms can be a useful 

alternative to the use of subjective assessment for 

video wall development. 
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