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Abstract— In this paper, low-energy adaptive 
clustering hierarchy (LEACH) algorithm for 
selection of cluster heads in wireless sensor 
nodes is presented. Basically, LEACH   algorithm 
is an energy–aware protocol whose main aim is to 
minimize the overall average energy used by the 
nodes in a wireless sensor network in 
transmission of their data to the base station. In 
this paper, the description of the LEACH algorithm 
is presented along with the key mathematical 
expressions and flowchart.  Mathlab software was 
used to simulate the LEACH algorithm for a 
sample network that has   60 sensor nodes that 
are randomly distributed in a 600 m by 600 m 
region and the sink node is located at the center 
of the region at coordinate of 300 m by 300 m. In 
the simulation, the threshold signal transmission 
at which a node is selected to be a cluster head is 
if the node can run 150 transmissions and above. 
The results show that from the 60 sensor nodes 
studied, only 12 nodes had 150 transmissions and 
above, as such the sensor nodes are selected as 
cluster heads. Again, the result show that at the 
23rd transmission, about 5.17  Joules of energy 
was consumed which is the maximum energy 
consumption by the nodes in the study. 
Furthermore, the permissible number of rounds 
by a node to be a cluster head is 200 rounds and 
11 nodes had the accepted number of rounds and 
beyond.  In essence, based on the number of 
signals transmitted and the number of rounds per 
node, the number of cluster heads selected by the 
LEACH algorithm was 11.  
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I.  INTRODUCTION 

Over the years, wireless network has advanced and gained 

wider adoption in many areas [1,2,3,4,5]. Notably, the key 

concerns of the wireless network designers include among 

others, the propagation loss [6,7,8,9,10], the transmission 

range  (or more appropriately, the network  coverage are 

[11,12,13], fade mechanisms [14,15,17], efficient call 

admission and handoff mechanisms in the case of cellular 

networks [18,19], and transmission power demand.  The 

challenges regarding management of transmission power 

have become prominent in wireless sensor networks 

(WSNs) [20,21,22,23,24,25,26,27] which in recent years 

have witnessed wide adoption in diverse applications.  

Generally, WSN operates with very small, low-power but 

battery powered sensor devices with limited on-board 

processing and storage capacities [28,29,30,31,32]. The 

sensors devices (nodes) in the WSN are expected to work 

unattended while they capture relevant data and transmit 

same to the remote server location [33,34,35,36,37,38]. Due 

to the limited energy capacity, the design of the WSN has 

to be energy-aware and measures need to be put in place to 

minimize the energy required to transmit data from the 

various sensors in the network. Accordingly, in this paper, a 

Low-Energy Adaptive Clustering Hierarchy (LEACH) 

algorithm  [39,40,41,42] is used in the management of the 

communication process in the WSN in such a way as to 

conserve the overall average energy consumption per 

transmission. The description of the LEACH algorithm is 

presented  along with the key mathematical expressions and 

flowchart. Mathlab software was used to simulate the 

LEACH algorithm for a sample network. 

II.  THE LEACH ALGORITHM 

A.   Overview Of Leach Algorithm 

Low-Energy Adaptive Clustering Hierarchy (LEACH) 

algorithm is use in a situation where different autonomous 

network nodes surrounding a base station (the sink node) 

collectively but stochastically select a number of cluster 

heads among the available nodes, each node that is not a 

cluster head transmits its signal to the cluster head to which 

it belongs and the cluster head in turn aggregates the data 

and forwards them to the base station (the sink node) 

[43,44,45,46,47,48]. The choice of cluster heads is repeated 

at certain interval and in such a way the role of cluster head 

is rotated among the participating nodes. The main idea 

behind LEACH is to minimize the energy used by the 

nodes in transmission of their data to the base station 

[49,50,51,52]. The theoretical bases of LEACH are that the 

amount of energy needed to transmit data from one point to 

another increases with the distance between the two 

devices. The shorter the distance the smaller the energy 

needed to transmit a given set of data. In this wise, a group 

of nodes transmits their data to a nearby cluster head which 

aggregate the data and transmits the aggregated data to the 

base station. In this case, the cluster slave nodes have 

conserved their transmission energy demand by 

transmitting to the  cluster head that is closer to them. 

According to the LEACH algorithm, once a node becomes 

a cluster head, that node cannot become cluster heads again 

until after a certain number of rounds, say, P rounds. As 

such, each of the participating node in the network has a 

1/P probability of becoming the cluster head in each given 

round. After the cluster heads are identified in a given 

round, the nodes that are not cluster heads are referred to as 

cluster slave and the cluster slaves select cluster heads 

closest to them and transmit their data to the cluster heads. 

http://www.jmest.org/
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The cluster head on the other hand creates a Time Division 

Multiple Access (TDMA) scheduling framework that 

enable the cluster slaves to transmit in turn to avoid 

collision of data. The cluster slave nodes transmits in such a 

way that minimum energy needed to reach the cluster head 

is utilized.   

B. Operation of leach algorithm 

The entire LEACH operation is defined in two phases, 

namely, the  as-set up phase and the steady phase. In the 

setup phase, the cluster heads are selected and the clusters 

are formed.  In the steady state phase the normal data 

transmission between the cluster heads and the cluster slave 

nodes and to the base station takes place.  The flowchart for 

the setup phase of the LEACH algorithm is shown in Figure 

1. 

 

 

Figure 1. The flowchart for the setup phase of the LEACH algorithm 

In LEACH algorithm, the operations are classified into 

rounds or cycles. At the beginning of each round r+1 which 

starts at time t, each sensor node elects itself as the cluster 

head with probability, Pi(t). In a network with N nodes, the 

probability Pi(t)is selected such that the total number of 

cluster heads in the round is not more than K; hence: 

∑ Pi(t)𝑁
𝑖  = 𝐾   (1) 

Where k  is the  number of clusters formed  during each 

round 

 N is the number of sensor nodes in the network. 

Each node in the LEACH algorithm will become one of the 

cluster heads (CH) once in every N/k rounds. Hence, each 

sensor node has equal probability, Pi(t) to become a CH. In 

round  r,  the probability is give as: 

Pi(t) {

K

N−K(r mod(
N

K
))   

   ∶  Ci(t) = 1

0                                     ∶  Ci(t) = 0 

 (2) 

Essentially, Ci(t) = 1 is like a flag that is used to check if 

node i  can be  a cluster head or not.  

 

III.  NETWORK MODEL, SIMULATION AND 

RESULTS 

The LEACH simulation procedure adopted in this paper 

involved setting up of different network topologies and the 

average of the results obtained were taken so as to 

minimize the effect of network distribution. The LEACH 

algorithm was simulated using a MALTAB software 

version 2015a. The network simulated has 60 sensor nodes 

in a 600 m by 600 m region. The minimum probability for 
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any node to become a cluster head is set at 0.1 and the 

initially energy for each of the nodes is set at 0.5. Some of 

the key parameters used in the simulation are shown in 

Table 1.  

Table 1. Some of the key parameters used in the simulation  

Parameter Value 

Number of sensor nodes  60 

Network Size   600 m by 600 m 

Base station location 300 m by 300 m 

Initial nodal energy 0.5 Joule 

Data size  

500 Bytes with packet 

header of 25 bytes 

Radio propagation speed 3x108 m/s 

Bandwidth of the channel 1 Mbps 

Processing speed  50 𝜇s 

Node Distribution  Random 

The number of rounds 10000 

 

Some salient network model assumptions adopted for the 

simulation are as follows:  

 There is one sink node (base station) in the 

network and it has a fixed  (static) location which 

in this case, is  at the centre of the area considered 

in the study 

 The sensor nodes are all homogeneous and they 

are all energy constrained with uniform energy. 

 The sensor nodes are static in their position and all 

the sensor nodes are able to reach sink node which 

is the base station. 

 All the sensor nodes have the same initial energy;  

 The nodes that are not cluster heads transmit 

directly to their respective cluster heads within a 

particular cluster to which they belong. 

 Both the clusters and nodes within the clusters are 

static. 

The x-y coordinate location of the 60 sensor nodes 

considered as randomly generated around 600 m by 600 m 

region is shown in Table 2. The positions of the sensor 

nodes expresses in x-y coordinate format are presented in 

Figure 2. The sink node is located at 300 m by 300 m of the 

region, as shown in Figure 2.  

Table 2  Position of the nodes at the region under study 

Node 

numbering 
x-coordinate y-coordinate 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

395.623411414484 

22.5633677100883 

444.739584848391 

236.660449919215 

95.6137210233174 

424.443482550914 

564.173745073049 

441.584464587774 

274.714432026853 

85.0138878949086 

575.603174577428 

518.885015306157 

443.903922849694 

109.888617883052 

129.388725654910 

240.532061804569 

159.255709578343 

488.761377090082 

366.575063825284 

596.095427279242 

505.573187364784 

272.236471082002 

261.013602256770 

563.418399121202 

147.482669577549 

460.710847391008 

348.748203442065 

202.910540329206 

597.262043634996 

451.309592636458 

76.9807315986144 

173.338945364358 

377.151604879374 

94.8922069471646 

72.3233289370822 

166.873840785184 

182.168685066825 

250.451481561633 

259.397281342524 

110.303582744810 

49.8613510110866 

590.404910924135 
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22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

9.43905004351988 

72.6593568732431 

569.625473535295 

555.409129693795 

225.676696598587 

265.924547765962 

217.686304221005 

523.018171655150 

494.651282813441 

117.538632364521 

265.179549846121 

568.328898454136 

454.882269850279 

476.058199721402 

340.337061195762 

240.171997717467 

60.2915403233083 

42.7453958181770 

202.124291568880 

414.581359657787 

450.654077151718 

3.12523397382001 

245.043938521900 

21.7973928505964 

313.524096735854 

380.829151262555 

320.416894608998 

467.759945197943 

450.529114790159 

433.030689464629 

5.52778622752985 

14.9838661508934 

586.580969132977 

43.8308753889839 

267.454915504436 

304.766684705657 

338.446008800783 

271.280704428373 

238.519013958431 

20.5515043605086 

279.996976843546 

150.225817453163 

191.212924206653 

16.4265583050186 

512.539307781449 

283.853785509235 

498.202188001396 

584.815369490664 

565.846878304039 

52.4673250159419 

481.575791529507 

229.274413599909 

227.173086253292 

71.4616764861290 

346.225836256358 

527.598027269239 

436.536605337184 

296.963933901822 

452.105172889176 

202.750289099294 

149.352618842922 

313.513946275121 

419.010553935934 

70.0569477835574 

407.128966239328 

458.181249641505 

55.2917616278195 

83.1602690606891 

356.144986796309 

521.387839731397 

443.212123739622 

393.976573764805 

385.358529915707 

209.232050325045 

343.028917664702 

238.474120783131 

361.849293896619 

273.094955068585 
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Figure 2   The position of the sensor nodes in the region considered in the study

 

The result on the amount of energy consumed per 

transmission by the entire nodes is shown in Figure 3. The 

energy consumption of the nodes with respect to the 

number of signal transmission for 35 transmissions is 

shown in Figure 3. It is observed that at the 23rd 

transmission, 5.17 joules of energy was consumed which is 

the maximum energy consumption by the nodes in the 

study. The number of operational nodes during signal 

transmission is shown in Figure 4. 

The threshold signal transmission at which a node is 

selected to be a cluster head is if the node can run 150 

transmissions and above. As such, from Figure 4, it can be 

seen that from the 60 nodes studied, only 12 nodes had 150 

transmissions and above as such are selected as cluster 

head. 
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Figure 3; Energy consumed per transmission by the nodes 

 

Figure 4 The  number of operational nodes during signal transmission 
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Figure 5; Number of transmission rounds at different operational nodes. 

From Figure 5, it was observed that 12 nodes had at least 

150 signal transmissions. This is proportional to the number 

of rounds by each of the nodes as shown in Figure 5. The 

permissible number of rounds by a node to be a cluster head 

is 200 rounds and 11 nodes had the accepted number of 

rounds and beyond.  In essence, based on the number of 

signals transmitted and the number of rounds per node, the 

number of cluster heads selected by the LEACH algorithm 

was 11.  

IV CONCLUSION 

A Low-Energy Adaptive Clustering Hierarchy (LEACH) 

algorithm for selecting cluster head in a wireless sensor 

network was studied. The LEACH algorithm seeks to 

minimize the energy used by the network nodes in the 

transmission of signal. This is accomplished by the use of 

device-to-device communication through appropriate 

choice of cluster heads and formation of node clusters 

within the network coverage area. In this paper, sample 

wireless sensor network was used to demonstrate the 

application of LEACH clustering algorithm in the cluster 

head selection. Some key parameters were used to evaluate 

the performance of the algorithm. Such parameters are the 

number of cluster heads selected in a given set of nodes as 

well as the number of operational nodes during signal 

transmission. In all, the LEACH algorithm studied was able 

to select a good number of cluster head which enabled the 

network to transmit data at a minimal energy demand. 
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