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Abstract— In this paper, optimal gateway
placement in clustered sensor network using
Fuzzy C Means algorithm is presented. The Fuzzy
C Means (FCM) method is particularly useful when
overlapping occurs among the clusters in sensor
network. Also, before optimal gateway placement
can be done, the optimal number of clusters
required is determined based on the spatial
distribution of the sensor nodes. As such, in this
study Elbow method and the Silhouette method
are employed to determine the optimal number of
clusters in the network. The Fuzzy C Means
algorithm is then applied in each case to
determine the optimal placement of the gateway.
Some simulations suing Python program were
conducted in a sensor network with 5000 nodes
that are randomly distributed in a spatial coverage
area with dimension of 800m x 800m. The results
show that the Silhouette method yielded five
clusters and the application of the Fuzzy C Means
on the five clusters gave the optimal gateway
location coordinates as (410.69, 430.49), (160.32,
180.88), (160.28, 600.64), (650.19, 610.92) and
(620.77, 200.39). On the other hand, The results
show that the Elbow method yielded four clusters
and the application of the Fuzzy C Means on the
four clusters gave the optimal gateway location
coordinates as (215.09,205.19), (215.30,605.48),
(600.22,608.14) and (600.10,200.22). In all, results
of the Fuzzy C Means is greatly affected by the
choice of the number of clusters which is in turn
dependent on the method used to determine the
optimal number of clusters and the spatial

distribution of the sensor nodes in the network
coverage area considered in the study.
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1.0 Introduction

Wireless sensor network (WSN) has become the
main backbone of today’s Internet of Things (IoT) and
smart systems applications [1,2]. It is also generally
believed that the applications of wireless sensors will
continue to grow as new areas of applications will continue
to emerge and as technologies continue to advance [3]. As
regards communication in wireless sensor network, the
energy consumption is affected by the communication
distance [4,5]. Also, clustering has been employed over the
years to address the issue of reordering the overall
communication distance within clustered sensor nodes so as
to reduce the mean energy consumption in the network
[6,7,8,9]. In doing so, the optimal number of clusters must
be determined based on the spatial distribution of the sensor
nodes within the network coverage area [8,10]. Next, the
optimal placement of the gateways with each of the
identified clusters must be done [11,12]. The determination
of optimal number of clusters can be done using gap
statistics method, Elbow method or the silhouette method
[13,14,15]. On the other hand, K-means or Fuzzy C means
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among other methods can be used to determine the optimal
gateway placement [16,17,18].

Generally, crisp clustering method is useful when
sensor nodes are distributed on different clusters without
overlapping. However, if overlapping occurs among the
clusters, Fuzzy C means is more useful [19,20]. In this case,
each sensor node is assigned to clusters, and each cluster
must know the degree to which the assigned nodes belong
to it. Accordingly, in this paper, the details of the Fuzzy C
mean approach is presented. In the simulation, the Elbow
method and the silhouette methods are used for the
determination of the optimal number of clusters in the
network.

2. Methodology
In this section the details of optimal gateway location based
on Fuzzy C Means method are presented.
2.1 Determination of the Optimal Gateway
Location Using Fuzzy C Means Method
Let a cluster be defined as C; in which a sensor node S;
belong to, that is: C; € S;. Let w;; denote the weight in
which §; belong to C;. Note that S; can also belong to
another cluster say C;. The application of weight of
belonging is possible since Fuzzy logic can handle
ambiguity or numbers in-between 0 and 1. Let a set of
sensor node be defined as S = {S;, S,,S3, ..., Sy}, where, N
denotes the number of sensor nodes; and a set of clusters is
defined as C = Cy,C,,Cs,...,C,, where k, denotes the
number of clusters. Let d be the dimension of the data, then
Si = {811,512, Si3s -, Siq} - The membership weight w;;
must be assigned to each clusters and the values varies
between 0 and 1.
Supposed four clusters exist as C;, C,, C5, and C,; and three
sensor nodes are distributed within these clusters with
various weights of belonging as shown in Table 1, then,
w;j, can be computed for the distribution, where i denotes
the sensor node, and j denotes the cluster. Thus, w;; =
0.02, wy, = 0.94, w;53 = 0.03, and w;, = 0.01.

Table 1: Sensor nodes distribution with weights within

clusters
C; C, Cs C,
Si 0.02 0.94 0.03 0.01
S, 0.01 0.10 0.08 0.09
Sg 0.97 0.01 0.01 0.01

Note that the distribution of the membership weight is valid
for the following conditions:
1. The sum of all the weights in any given row r;
must be equal to 1. Mathematically, ¥5_, w;; = 1
2. Each cluster C; must contain a weight between 0
and 1. Mathematically, 0 < ¥/, w;;

FCM clustering algorithm is presented in Algorithm 1

Algorithm 1: Gateway optimal location using FCM

1: Begin

2: Define the sensor dataset, S

3: Define number of clusters, k

4: Define membership weights w;;, 1 <i<m,1<j<k
5: Define the clusters centers, Cj;

6: Assign random values to all membership weights w;;,
1<i<m1<j<k

7: Use the Fuzzy pseudo-partition to compute the cluster
center

8: Assign w;; using Fuzzy pseudo-partition

9: if the cluster centroid changes then

10:  goto 7
11: else
12 End

The sum squared error (SSE) can be computed based on
Equation 1

SSE =¥k ¥ wh - d(x;, C;); 1<P<o (1)
Where, P is the weight inverse, d is the distance between x;
and C;
In Algorithm 1, all definition and initialization are
performed in Step 1 to Step 6. Step 7 computes the centroid
based on Equation (2);

m,, P
_ X v

G = It wjj @

Note that if P = 0, then Equation (2) is reduced to K-
Means algorithm. In Step 8 of Algorithm 1, w;; is updated
using Equation (3);

1

<1/d(’fi:Cj))m

Wijj = —————1 3)

P-1
e otuscn)
If P = 2, then the simplified version of Equation (4) is:

_ <1/d(xircj)>

) 25=1<1/d(xi'fj)>

From Equation 4, it is seen that the value of the
membership weight w;; depends on the distance between x;

4)

Wij

and C;. To demonstrate the application of this method,
let P=2 , the sensor dataset
S ={(1,2),(2,3),(9,4),(10,1)}, k = 2. The dataset S can
be distributed as shown in Table 2.

Table 2: The initial distribution of the sample dataset, S

X Y
S, 1 2
S, 2 3
S, 9 4
S, 10 1

Step 1: Begin // Begin the process of applying or
implementing the Fuzzy C Means algorithm
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Step 2: Let the membership weights w;; be randomly Table 4: The Euclidean distances between the sensor node
initialized as shown in Table 3. location dataset and the cluster centers
Table 3: The randomly initialized membership weights w;;; G C;
of the sample dataset, S S1 2.54 6.03
c, c, S, 1.38 5.10
S 0.4 0.6 S3 5.73 2.71
S, 0.88 0.12 Ss 6.88 3.19
Ss 0.41 0.59
Sy 027 0.73 Then, the weights can be computed as follows;
1
wee = /2.54 _039 4o
Step 3: Apply Equation (2) to obtain C;. First, consider the 171 /2 g4t 1 /6 03 056
denominator for the first cluster: ' 1 / ' e
4 le — 1 6.013 — ) — 0'3
wal = (0.4)2 + (0.88)2 + (0.41)2 + (0.27)® = 1.18 /254t g0z 050
T L 0.72
The denominator for the second cluster is computed as: Wy =7 1-318 =—_—_=0.79
* /510t /138 091
waz = (0.6)% + (0.12)? + (0.59) + (0.73) = 1.25 Y 0.20
1 Wa2 =7 5'110 = 0'91 =0.21
C1 /sa0t /138 ©
~ (0.4)2 x 14 (0.88)% x 2 + (0.41)% x 9 + (0.27)* x 10 1/5.73 0.17 03
B 1.18 W31 =7 1 = =
397 271t 573 05
118 S Yo71 037 _ 0.68
bz Yyt Y5y 054
_(0.4)>x2+(0.88)* x 3+ (0.41)* x 4+ (0.27)* x 1 ] )
= 118 Way = /6.88 _ 0.15 032
1 1 ’
_339_ a8 /319+ /gg 040
1.18 1/3 19 031
Cy1 Wi =7 = =025 = 0.68
_(0.6)2x 1+ (0.12)% X 2 + (0.59)% X 9 + (0.73)% x 10 /310t /688
- 1.25 After seven iterations, the final membership weights metric
885 708 is given in Table 5. The final weights shows that S; and S,
1.25 ' belong to C;, while S5 and S, belong to C,.
Ca2 Table 5 : The membership weights metric
_(0.6)2x 2+ (0.12)2 X 3+ (0.59)? x 4 + (0.73)> x 1 G C,
269 1.25 S 0.88 0.12
= m =215 S, 0.94 0.06
The cluster centers can now be expressed as: S3 0.17 0.83
€, =[Ci Ci]=[338 2.88] M 0.18 0.82

C, =[Cy Cy]=1[7.08 2.15]

Step 4: Apply Equation (3). to compute w;;. First, the 3 Result and Discussion

Euclidean distances between the sensor node location 3.1 Experimental Setup

dataset and the cluster centers are computed using d = The simulations for the model were conducted for a sensor

\/ = 5i1)2 +(Cj, - SiZ)Z’ and this results in the matrix ne.tw.ork that has 5000 sensor nodes distributed randomly
within an area of = L(x,y)=2800m x 800m =

given in Table 4. 640,000m? , as shown in Figure 4.1.
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Figure .1: Sensor nodes distribution on the simulation area

3.2 Evaluation of Gateway Location using the Silhouette

Method and Fuzzy C Means Method

In the first simulation, the Silhouette method is used to
determine the optimal number of clusters while Fuzzy C
Means is used to determine the optimal cluster head

locations. The result of this combination is presented in

Figure 2. From the results presented, the coordinates of the

five cluster heads as determined by the Fuzzy C Means are
(410.69, 430.49), (160.32,
(650.19, 610.92) and (620.77, 200.39).
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Figure 2: Optimal Gateway Location Using Silhouette Method and Fuzzy C Means
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33 Evaluation of Gateway Location using Elbow
Method and Fuzzy C Means Method

In the second simulation, the Elbow method is used to
determine the optimal number of clusters while Fuzzy C
Means is used to determine the cluster head location. Recall
that Elbow method suggested that the optimal number of

cluster is four. The result of this combination is presented in
Figure 3. From the results presented, the coordinates of the
four cluster heads as determined by Fuzzy C Means are
(215.09, 205.19), (215.30, 605.48), (600.22, 608.14) and
(600.10, 200.22).
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Figure 3: Optimal gateway location using Elbow method and Fuzzy C Means

4 Conclusion

This work presents a study where Fuzzy C Means
approach is used to determine the optimal cluster heads
locations in a sensor network. In the study, Elbow method
and Silhouette method are used to determine the optimal
number of clusters in the network based on the random
distribution of the nodes. Next, the Fuzzy C Means method
is used to determine the location of the cluster heads based
on the number of clusters determined by the Elbow method
and the Silhouette method. In all, the results showed that
the Elbow method and Silhouette method gave different
number of clusters. However, the optimal location of the
Fuzzy C Means is dependent on the number of clusters
returned by the Elbow method and also the number returned

by the Silhouette method.
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