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Abstract— In this paper, comparison of blended 

Regula Falsi–bisection method using arithmetic mean 

and harmonic mean for the determination of orbital 

eccentricity anomaly was presented. Notably, in the 

classical bisection algorithm, the next root of a function 

is estimated using the arithmetic mean of the lower and 

the upper guess roots.  In this paper, the classical 

bisection method is blended with the Regula Falsi 

iteration method.  Also, another version of  the bisection 

algorithm that uses harmonic mean of the lower and the 

upper guess roots is blended with the Rgula Falsi 

iteration method. The blended algorithm with harmonic 

mean and with arithmetic mean was implemented in 

Matlab software. For the blended Regula Falsi–

Bisection method using arithmetic mean where 

eccentricity, e=0.999 ,  mean anomaly, M (°) = 7 and 

error tolerance,  𝛜 𝐢𝐬 𝐨𝐟 𝐭𝐡𝐞 𝐨𝐫𝐝𝐞𝐫 𝐨𝐟  𝟏𝟎−𝟏𝟐  , the 

algorithm converged  at the 12th iteration  with actual 

value of eccentricity anomaly,  E = 0.912288165 radians 

(or 52.26 degrees). Similar iteration with the blended 

Regula Falsi–Bisection method using harmonic 

converged  at the 13th iteration . Also, for the blended 

Regula Falsi–Bisection method using arithmetic mean 

where eccentricity, e=0.5 ,  mean anomaly, M (°) = 7 and 

error tolerance,  𝛜 𝐢𝐬 𝐨𝐟 𝐭𝐡𝐞 𝐨𝐫𝐝𝐞𝐫 𝐨𝐟  𝟏𝟎−𝟏𝟐  , the 

algorithm converged  at the 9th iteration  with actual 

value of eccentricity anomaly,  0.241991 radians (or 

13.86328 degrees).Similar iteration with the blended 

Regula Falsi–Bisection method using harmonic 

converged  at the 9th iteration  with error tolerance of 

𝐭𝐡𝐞 𝐨𝐫𝐝𝐞𝐫 𝐨𝐟 𝟏𝟎−𝟏𝟑. In all, the blended Regula Falsi–

Bisection method has almost the same convergence 

performance in both cases where arithmetic mean is 

used and where the harmonic mean is used. 
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1.  INTRODUCTION 

There are numerous numerical iteration schemes in solving 

different complex equations, each with its features; strength 

and weaknesses. Among the popular iteration schemes are 

Newton Raphson method, bisection method, secant method, 

Regular Falsi method and fixed point iteration method 

[1,2,3,4,5,6,7,8,9,10]. Over the years, efforts are still made 

by researchers to assess the efficiency of the iteration 

schemes and also propose alternative approaches that can 

be used to improve on the efficiency of the schemes.    

Among the various iteration schemes, the Regula Falsi and 

bisection methods are related in that both are bracketing 

schemes that require that the two guess roots should be 

such that one of the roots is above the actual root while the 

second guess root is below the actual root [3,11,12,13,14]. 

As such, it is quite easy to blend the two iteration schemes 

into a hybrid scheme with higher convergence efficiency. 

Notably, in this paper, two forms of blended Regula Falsi–

bisection method are presented for the determination of 

orbital eccentricity anomaly [16,17,18,19,20,21,22]. 

Specifically, blended Regula Falsi–bisection method [3] 

based on arithmetic mean and another blended Regula 

Falsi–bisection method based harmonic mean are presented.  

The study utilized the known lower and upper bounds on 

the solution of circular and elliptical orbital eccentricity 

anomaly (E) whereby for any given mean anomaly (M) and 

orbital eccentricity (e), the expected orbital eccentricity 

anomaly (E) for circular and elliptical orbit is bounded as 

follows; M ≤ E ≤ M + e [15,16]. The relevant mathematical 

expressions and detailed procedure for the blended Regula 

Falsi–bisection method are presented for both cases of 

arithmetic mean and harmonic mean.  The two approaches 

are implemented using Matlab software  and the results are 

presented and discussed. 

2  METHODOLOGY  

The Regular Falsi algorithm adapted for the computation of 

the eccentricity anomaly (E)  is presented in this section. 

The input parameters required for the Regular Falsi 

algorithm are the mean anomaly (M) , the eccentricity (e)  

and the error tolerance ( ϵ ). The algorithm of blended 

Regula Falsi-Bisection Methods using harmonic mean is 

presented as follows: 

Step 1: Input 𝑀, 𝑒, and 𝜖 

Step 2: k = 0 

Step 3:   

𝒂𝑳(𝒌)  = M      (1) 

Step 4:  

 𝒂𝒖(𝒌)  = M  + e       (2) 

Step 5:  

𝑓(𝒂𝑳(𝒌)) = 𝒂𝑳(𝒌)    − 𝑀 − 𝑒(sin (𝒂𝑳(𝒌)))                        (3) 

Step 6:  

𝑓(𝒂𝒖(𝒌)) = 𝒂𝒖(𝒌) − 𝑀 − 𝑒(sin (𝒂𝒖(𝒌)))                        (4) 

Step 7:  
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𝑬(𝒌) =
𝒂𝑳(𝒌)[𝑓(𝒂𝒖(𝒌))]−𝒂𝒖(𝒌)[𝑓(𝒂𝑳(𝒌)  )]

𝑓(𝒂𝒖(𝒌))−𝑓(𝒂𝑳(𝒌)  )
                                   (5) 

Step 8:  

𝑓(𝑬(𝒌)) = 𝑬(𝒌) − 𝑀 − 𝑒(sin (𝑬(𝒌)))                        (6) 

Step 9:  

𝐼𝑓 𝑓(𝑬(𝒌)) < 𝜖 Then  Goto Step 16 

Step 10:  

𝐼𝑓 𝑓(𝒂𝑳(𝒌)) ∗ 𝑓(𝑬(𝒌)) < 0 Then   

𝒃𝑳(𝒌) = 𝒂𝑳(𝒌)   

  (7) 

𝒃𝒖(𝒌) = 𝑬(𝒌)     (8) 

𝑬𝒍𝒔𝒆 

𝒃𝑳(𝒌) = 𝑬(𝒌)     (9) 

𝒃𝒖(𝒌) = 𝒂𝒖(𝒌)   

  (10) 

                                    EndIf 

Step 11:    Harmonic Mean of  𝒃𝑳(𝒌)  and 𝒃𝒖(𝒌) 

𝑴𝑯(𝒌) =
𝟐(𝒃𝑳(𝒌))(𝒃𝒖(𝒌))

𝒃𝑳(𝒌) + 𝒃𝒖(𝒌)
   (11) 

Step 12:  

𝑓(𝒃𝑳(𝒌)) = 𝒃𝑳(𝒌) − 𝑀 − 𝑒(sin (𝒃𝑳(𝒌)))                        (12) 

𝑓(𝒃𝒖(𝒌)) = 𝒃𝒖(𝒌) − 𝑀 − 𝑒(sin (𝒃𝒖(𝒌)))                        (13) 

𝑓(𝑴𝑯(𝒌)) = 𝑴𝑯(𝒌) − 𝑀 − 𝑒(sin (𝑴𝑯(𝒌))                        

(14) 

Step 13:  

𝐼𝑓 𝑓(𝒃𝑳(𝒌)) ∗ 𝑓(𝑴𝑯(𝒌)) < 0 Then   

𝒂𝑳(𝒌+𝟏) = 𝒃𝑳(𝒌)   

  (15) 

𝒂𝒖(𝒌+𝟏) = 𝑴𝑯(𝒌)   

  (16) 

𝑬𝒍𝒔𝒆 

𝒂𝑳(𝒌+𝟏) = 𝑴𝑯(𝒌)   

  (17) 

𝒂𝒖(𝒌+𝟏) = 𝒃𝒖(𝒌)   

  (18) 

                                   EndIf 

Step 14:  

 K = k+1     

  (19) 

Step 15:  

Goto Step 5 

Step 16:   

Output k, 𝑬(𝒌) 

Step 17:   

Stop 

 

The algorithm of blended Regula Falsi-Bisection Methods 

using arithmetic mean is presented as follows: 

Step 1: Input 𝑀, 𝑒, and 𝜖 

Step 2: k = 0 

Step 3:   

𝒂𝑳(𝒌)  = M        

Step 4:  

 𝒂𝒖(𝒌)  = M  + e                                  

Step 5:  

𝑓(𝒂𝑳(𝒌)) = 𝒂𝑳(𝒌)    − 𝑀 − 𝑒(sin (𝒂𝑳(𝒌)))                              

                       

Step 6:  

𝑓(𝒂𝒖(𝒌)) = 𝒂𝒖(𝒌) − 𝑀 − 𝑒(sin (𝒂𝒖(𝒌)))                               

                      

Step 7:  

𝑬(𝒌) =
𝒂𝑳(𝒌)[𝑓(𝒂𝒖(𝒌))]−𝒂𝒖(𝒌)[𝑓(𝒂𝑳(𝒌)  )]

𝑓(𝒂𝒖(𝒌))−𝑓(𝒂𝑳(𝒌)  )
                                        

                      

Step 8:  

𝑓(𝑬(𝒌)) = 𝑬(𝒌) − 𝑀 − 𝑒(sin (𝑬(𝒌)))                             

                      

Step 9:  

𝐼𝑓 𝑓(𝑬(𝒌)) < 𝜖 Then  Goto Step 16 

Step 10:  

𝐼𝑓 𝑓(𝒂𝑳(𝒌)) ∗ 𝑓(𝑬(𝒌)) < 0 Then   

𝒃𝑳(𝒌) = 𝒂𝑳(𝒌)   

                            

𝒃𝒖(𝒌) = 𝑬(𝒌)          

                      

𝑬𝒍𝒔𝒆 

𝒃𝑳(𝒌) = 𝑬(𝒌)          

                      

𝒃𝒖(𝒌) = 𝒂𝒖(𝒌)   

                             

                                    EndIf 

Step 11:    Arithmetic Mean of  𝒃𝑳(𝒌)  and 𝒃𝒖(𝒌) 

𝑴𝑨(𝒌) =
𝒃𝑳(𝒌) + 𝒃𝒖(𝒌)

𝟐
   (20) 

Step 12:  

𝑓(𝒃𝑳(𝒌)) = 𝒃𝑳(𝒌) − 𝑀 − 𝑒(sin (𝒃𝑳(𝒌)))                                   

                                           

𝑓(𝒃𝒖(𝒌)) = 𝒃𝒖(𝒌) − 𝑀 − 𝑒(sin (𝒃𝒖(𝒌)))                            

                      

𝑓(𝑴𝑨(𝒌)) = 𝑴𝑨(𝒌) − 𝑀 − 𝑒(sin (𝑴𝑨(𝒌))                        (21) 

Step 13:  

𝐼𝑓 𝑓(𝒃𝑳(𝒌)) ∗ 𝑓(𝑴𝑨(𝒌)) < 0 Then   

𝒂𝑳(𝒌+𝟏) = 𝒃𝑳(𝒌)   

                            

𝒂𝒖(𝒌+𝟏) = 𝑴𝑨(𝒌)   

  (22) 

𝑬𝒍𝒔𝒆 

𝒂𝑳(𝒌+𝟏) = 𝑴𝑨(𝒌)   

  (23) 

   𝒂𝒖(𝒌+𝟏) = 𝒃𝒖(𝒌)   

                             

                                   EndIf 

Step 14:  

 K = k+1     

                             

Step 15:  

Goto Step 5 

Step 16:   

Output k, 𝑬(𝒌) 

Step 17:   

Stop 

 

3  RESULTS AND DISCUSSION 

Matlab program was used to implement the two algorithms 

for different values of eccentricity and mean anomaly. The 

results are shown in Table 1  for the blended Regula Falsi–

Bisection methods using arithmetic mean where e=0.999 ,  
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M (°) = 7 and ϵ of the order of 10−12 .  According to the 

results in  Table 1, about 12 iterations were required to 

attain the error tolerance of the order of  10−12 ; at the 

convergence cycle, the actual value of E is 0.912288165 

radians (or 52.26 degrees). 

The results are shown in Table 2  for the blended Regula 

Falsi–Bisection methods using harmonic mean where 

e=0.999 ,  M (°) = 7 and ϵ of the order of  10−12  .  

According to the results in Table 2, about 13 iterations were 

required to attain the error tolerance of the order of 10−12; 

at the convergence cycle, the actual value of E is 0.912288 
radians (or 52.26 degrees). 

The results are shown in Table 3  for the blended Regula 

Falsi–Bisection methods using arithmetic mean where e= 

0.5 ,  M (°) = 7 and ϵ of the order of 10−12 .  According to 

the results in  Table 3, about 9 iterations were required to 

attain the error tolerance of the order of  10−12 ; at the 

convergence cycle, the actual value of E is 0.241991 
radians (or 13.86328 degrees). 

The results are shown in Table 4  for the blended Regula 

Falsi–Bisection methods using harmonic mean where e=0.5 

,  M (°) = 7 and ϵ of the order of 10−12 .  According to the 

results in Table 4, about 9 iterations were required to attain 

the error tolerance of the order of  10−13 ; at the 

convergence cycle, the actual value of E is 0.241991 
radians (or 13.86328 degrees). 

In all, the blended Regula Falsi–Bisection methods has 

almost the same  convergence performance in both cases 

where arithmetic mean is used and where the harmonic 

mean is used. 

Table 1 Results of Blended Regula Falsi–Bisection Methods using arithmetic mean where e= 0.999 and M = 7° . 

 
 

Table 2 Results of Blended Regula Falsi–Bisection Methods using harmonic mean where e = 0.999 and M = 7° . 
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Table 3 Results of Blended Regula Falsi–Bisection Methods using arithmetic mean where e= 0.5 and M = 7°. 

 
Table 4 Results of Blended Regula Falsi–Bisection Methods using harmonic mean where e = 0.5 and M = 

 
 

4.  CONCLUSION 

A modified version of Regular Falsi numerical iteration 

method is presented where the classical Regula Falsi is 

blended with the bisection iteration algorithm. Furthermore, 

in the classical bisection algorithm, the next root estimate 

of a function is determined from the arithmetic mean of the 

lower and the upper guess roots.  In this paper, another 

version of the bisection method that uses harmonic mean 

instead of arithmetic mean is presented. Some numerical 

simulation examples were performed in Mtalab software.  

In all, the blended Regula Falsi–Bisection methods have 

almost the same convergence performance in both cases 

where arithmetic mean is used and where the harmonic 

mean is used. 
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