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Abstract—The objective of this research is to 
provide empirical evidence that motif discovery 
can be applicable to predict financial time series. 
Two prediction methods based on motif discovery 
(One Motif Approach and Integrated Motif 
Approach) are proposed, which apply adaptive 
dissimilarity index [6] with Complexity-Invariant 
Distance (CID) [2] as the similarity measure. This 
paper extends the work previously introduced by 
Ismailaja [12]. Tests are conducted based on 
relatively large financial time series datasets for 
foreign exchange rate, and result shows that the 
new prediction model is more efficient with less 
computational complexity and higher forecasting 
accuracy compared to previous model.  
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I.  INTRODUCTION 

    Time series forecasting is a common problem in 
various domains, including manufacturing, agriculture, 
retail, and tourism, etc. Among them, financial time 
series forecasting is extremely challenging and has 
been studied extensively for years. Except traditional 
statistical models, there are also models based on 
machine learning techniques, including artificial neural 
networks [17] and support vector machines [16] to 
predict financial time series.  

    This paper aims to provide empirical evidence that 
motif discovery with a novel similarity measure can be 
applicable to predict financial time series data as well. 
A new prediction approach is proposed based on 
Ismailaja’s model [12] to make it more suitable in 
larger datasets. The similarity search algorithm is 
constructed applying the adaptive dissimilarity index 
[6] with Complexity-Invariant Distance (CID) [2] 
measure. According to test results, our method is more 
efficient with less computational cost and higher 
forecasting accuracy. In this case study, foreign 
exchange rate is used as testing data since the foreign 
exchange market is the largest and most liquid 
financial market globally, and it has been considered a 
very challenging task to predict forex data due to its 
nonlinearity and uncertainty [11]. 

II. LITERATURE REVIEW 

       Motif discovery has been widely studied in 
bioinformatics for detecting biosequences for years 
[23]. It can also be applied to medical data to detect 
anomalies in heart rhythm and blood pressure [22]. A 
time series motif is defined as a frequently recurrent 
pattern throughout the time series [20]. And motif 
discovery is the process of detecting and locating 
previously defined patterns in time series datasets 
[21]. An efficient motif discovery algorithm can be used 
as a data mining tool to summarize and analyze 
massive time series data.  

    Many of the motif discovery methods are based on 
searching a discrete approximation of the time series. 
To achieve dimensionality reduction, Agrawal et al. [1] 
used Discrete Fourier Transform (DFT) for processing 
similarity queries. Chan and Fu [4] contended that 
Discrete Wavelet Transform (DWT) can be effective in 
replacing DFT in many areas of study, including image 
[9], speech [14] and signal processing [13]. There are 
also algorithms utilizing Piecewise Aggregate 
Approximation (PAA) as the discretization technique 
[15][18][27]. Tanaka et al. [25] applied Principal 
Component Analysis (PCA) to reduce dimensions of 
data and discovered a motif based on Minimum 
Description Length (MDL) principle. More recently, 
there are series of algorithms based on Matrix Profile 
technique, which can improve the performance and 
increase the scalability of data [19][26]. In order to 
achieve motif discovery, distance or similarity 
measures between time series sequences are 
calculated to give a numerical value that indicates how 
similar or dissimilar two sequences are. Except the 
prevailing methods of Euclidean distance and dynamic 
time warping (DTW) [24], Cha [3] gave a 
comprehensive survey of distance and similarity 
measures, including Jaccard distance, Bhattacharyya 
similarity and cosine similarity, etc. The existing 
measures have divergent algorithm complexity and 
can achieve different levels of accuracy and quality for 
motif discovery. In their article, Batista and Keogh [2] 
introduced a new distance measure, Complexity-
Invariant Distance (CID), which is proved to be an 
efficient measure to improve classification and 
clustering accuracy. In order to identify genes 
expression profile, Chouakria et al. [5] proposed a 
novel dissimilarity index based on an automatic 
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adaptive tuning function to include proximity measures 
with respect to value and behavior. In [6], Chouakria 
and Nagabhushan compared the adaptive dissimilarity 
index with other conventional measures and concluded 
that the adaptive dissimilarity is a more suitable 
measure to reflect the expected behavior and 
dynamics of the data. Furthermore, Dhamo et al. [8] 
provided empirical evidence that combining the 
adaptive dissimilarity index with CID can achieve 
better results in motif discovery than CID alone.  

    Moving forward to time series forecasting, Ismailaja 
[12] applied the adaptive dissimilarity index 
(Chouakria’s index in [12]) with CID as the distance 
measure in motif discovery and claimed that the 
prediction model can achieve better forecasting results 
than ARIMA model. However, the author only worked 
with relatively small datasets with less than a thousand 
observations. The results may vary for relatively large 
datasets in a different domain.  

    This research extends the previous work by 
proposing a more efficient prediction approach with 
greater accuracy and less computational complexity 
for relatively larger financial time series applying motif 
discovery. 

III. BACKGROUND AND NOTATION 

    In this section, we introduce the definitions and 
notations of key terms in this paper, then we propose 
our methodology and build the forecasting model in 
next section. 

A. Basic Concepts 

    A time series may be defined as a sequence of real 
numbers. In this case study, a time series is observed 
at successive times.  

    Definition 1: A time series is a sequence 𝑇 =
[𝑡1, 𝑡2, … , 𝑡𝑛], which is an ordered set of 𝑛 real valued 

numbers obtained in 𝑛 regular intervals of time. 

    Definition 2: A subsequence of length 𝑚 of a time 
series 𝑇 = [𝑡1, 𝑡2, … , 𝑡𝑛]  is a time series 𝑇𝑖,𝑚 =
[𝑡𝑖 , 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1] for 1 ≤ 𝑖 ≤ 𝑛 − 𝑚 + 1. 

    Definition 3: A time series motif in 𝑇 of length 𝑚 is a 

repeated subsequence of 𝑇. 

    Definition 4: In a similarity search, two 

subsequences 𝑇𝑖,𝑚 = [𝑡𝑖 , 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1] and 𝑇𝑗,𝑚 =

[𝑡𝑗 , 𝑡𝑗+1, … , 𝑡𝑗+𝑚−1] of length 𝑚  in time series 𝑇 are 

similar if the distance between them is within absolute 

error 𝜀. 

    Definition 5: The k
th
 time series motif of length 𝑚 is 

the k
th
 most similar non-overlapping subsequence to a 

given subsequence 𝑇𝑖,𝑚 = [𝑡𝑖 , 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1]  in the 

time series 𝑇.  

    Definition 6: The best match motif is the first time 
series motif, i.e., the most similar non-overlapping 

subsequence of length 𝑚  to a given subsequence 
𝑇𝑖,𝑚 = [𝑡𝑖 , 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1] in the time series 𝑇.  

B. Distance Measures 

    The similarity measure in a similarity search is 
based on the distance between two subsequences in 
a time series. The most prevailing measure is the 
Euclidean distance. 

    Definition 7: The Euclidean distance between two 
time series 𝑄 = [𝑞1, 𝑞2, … , 𝑞𝑚] and 𝐶 = [𝑐1, 𝑐2, … , 𝑐𝑚]of 

length 𝑚 is 

                      𝐸𝐷(𝑄, 𝐶) = √∑ (𝑞𝑖 − 𝑐𝑖)
2  𝑚

𝑖=1 .               (1) 

    While Euclidean distance is a prevalent method, in 
many domains the data are distorted in some way and 
a more robust measure is necessary. Comparing to 
Euclidean distance, applying the adaptive dissimilarity 
index proposed by Chouakria et al. [6] can capture 
more expected behaviors and dynamics of data. Also, 
the Complexity-Invariant Distance (CID) introduced by 
Batista and Keogh [2] has a correction factor which 
accounts for complexity differences between two time 
series. Considering the complexity of financial time 
series, the result might be better if the similarity 
measure can reflect the behavior of data. In this case 
study, we combine the adaptive dissimilarity index 
with CID in order to improve the quality of motif search. 
The definitions of the above similarity measures are 
introduced as following. 

    Definition 8: The Complexity-Invariant Distance 
(CID) between two time series 𝑄 = [𝑞1, 𝑞2, … , 𝑞𝑚] and 

𝐶 = [𝑐1, 𝑐2, … , 𝑐𝑚]of length 𝑚 is 

                 𝐶𝐼𝐷(𝑄, 𝐶) = 𝐸𝐷(𝑄, 𝐶) ∗
max(𝐶𝐸(𝑄),𝐶𝐸(𝐶))

min(𝐶𝐸(𝑄),𝐶𝐸(𝐶))
      (2) 

where 𝐶𝐸 is defined as a complexity estimate: 

                     𝐶𝐸(𝑄) = √∑ (𝑞𝑖 − 𝑞𝑖+1)2  𝑚−1
𝑖=1                 (3) 

    This similarity measure has a complexity correction 

factor 
max (𝐶𝐸(𝑄),𝐶𝐸(𝐶))

min (𝐶𝐸(𝑄),𝐶𝐸(𝐶))
, which accounts for the 

complexity differences between the time series 𝑄 and 
𝐶. This factor can force the distance of time series with 
high level of complexity differences be further. If two 
time series have the same level of complexity, the 
correction factor will be 1 and the CID simply become 

the Euclidean distance. Also, since 
max (𝐶𝐸(𝑄),𝐶𝐸(𝐶))

min (𝐶𝐸(𝑄),𝐶𝐸(𝐶))
 is 

greater or equal to 1, 𝐶𝐼𝐷(𝑄, 𝐶) ≥ 𝐸𝐷(𝑄, 𝐶). 

    In order to find behavior proximity measure of time 
series data, the temporal correlation coefficient [7] is 
defined. It measures the monotonicity and growth rate 
features of two subsequences. 

    Definition 9: The temporal correlation coefficient of 
two time series 𝑄 = [𝑞1, 𝑞2, … , 𝑞𝑚]  and 𝐶 =
[𝑐1, 𝑐2, … , 𝑐𝑚]of length 𝑚 is 

          𝐶𝑂𝑅𝑇(𝑄, 𝐶) =
∑ (𝑞𝑖+1−𝑞𝑖)(𝑐𝑖+1−𝑐𝑖)𝑚−1

𝑖=1

√∑ (𝑞𝑖+1−𝑞𝑖)2𝑚−1
𝑖=1 √∑ (𝑐𝑖+1−𝑐𝑖)2𝑚−1

𝑖=1

      (4) 

    The value of 𝐶𝑂𝑅𝑇(𝑄, 𝐶) belongs to the interval 
[−1,1] . 𝐶𝑂𝑅𝑇(𝑄, 𝐶) = −1  indicates that in the 

observed period where 𝑄 increases, 𝐶 decreases and 
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vice versa with a same growth rate (in absolute value). 

𝐶𝑂𝑅𝑇(𝑄, 𝐶) = 1  means that 𝑄  and 𝐶  have similar 
behaviors in the observed period. They increase and 
decrease simultaneously at the same growth rate. A 

value of 𝐶𝑂𝑅𝑇(𝑄, 𝐶) = 0 indicates that 𝑄 and 𝐶 exhibit 
different behaviors (neither similar nor opposite), and 
their growth rates are stochastically linearly 
independent.  

    Definition 10: The adaptive dissimilarity index with 

CID measure between two time series 𝑄 =
[𝑞1, 𝑞2, … , 𝑞𝑚] and 𝐶 = [𝑐1, 𝑐2, … , 𝑐𝑚] of length 𝑚 is 

        𝐴𝐷(𝑄, 𝐶) =
2

1+𝑒𝑘∗𝐶𝑂𝑅𝑇(𝑄,𝐶) ∗ 𝛿𝑄,𝐶  , 𝑘 ≥ 0,                (5) 

where 𝛿𝑄,𝐶 = 𝐶𝐼𝐷(𝑄, 𝐶). 𝐶𝑂𝑅𝑇(𝑄, 𝐶) is defined in (4). 

     The adaptive dissimilarity index is composed by two 

factors, one is responsible for behavior (𝐶𝑂𝑅𝑇(𝑄, 𝐶)), 

and the other accounts for proximity of values (𝛿𝑄,𝐶). In 

this measure, the first term 
2

1+𝑒𝑘∗𝐶𝑂𝑅𝑇(𝑄,𝐶)  is an 

exponential adaptive tuning function. According to [6], 

setting 𝑘 = 2 can captures about 20% of behavior and 
80% of the value. We decide to choose 𝑘 = 2 in this 
measure in order to capture some degrees of the 
behavior of the time series. 

IV. METHODOLOGY 

    In this section, we will introduce the basic logic and 
detailed methodology of forecasting approaches 
applying motif discovery. The prediction methods are 
based on the assumptions that there are similar 
subsequences throughout the time series, and we can 
regard them as recurrent patterns, i.e., motifs.  

    Before the distance between subsequences in a 
time series is computed, we need to normalize the 
time series data in order to transform the data to 
comparable scales and offset invariance. 
Standardization is often used to normalize a time 
series. 

    Definition 11: Standardization of the time series 
𝑇 = [𝑡1, 𝑡2, … , 𝑡𝑛] is defined as 𝑇′ = [𝑡1

′ , 𝑡2
′ , … , 𝑡𝑛

′ ], where 

                          𝑡𝑖
′ =

𝑡𝑖−𝜇

𝜎
, 𝑖𝜖[1, 𝑛]                               (6) 

    In this equation, 𝜇 is the mean of the values in the 

time series 𝑇, and 𝜎 is the standard deviation of 𝑇. The 
standardization rescales the values in the time series 
to have mean of 0 and standard deviation of 1. It does 
not ensure that all points of the resulting time series 
are in the [0,1] interval.  

    After preprocessing and normalizing the data, we 
can compute the distance between subsequences in 
the time series and conduct similarity search. Given a 

subsequence 𝑀  of fixed length 𝑚 , the subsequence 
𝑇𝑖,𝑚 = [𝑡𝑖 , 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1] of length 𝑚 in time series 𝑇 is 

considered similar with the given subsequence 𝑀 if the 

distance between 𝑀 and 𝑇𝑖,𝑚  is within a defined 

absolute error 𝜀. 

A. Previous Forecasting Approach 

    In a similarity search, we are able to find similar 
patterns of a given subsequence by setting an 
absolute error for distance measure. However, in 
order to apply motif discovery in forecasting, we focus 
on the most similar subsequence of a given motif in 
the time series and make prediction based on the 
trend after this subsequence. 

    Considering a time series 𝑇 = [𝑡1, 𝑡2, … , 𝑡𝑛]   with 

length 𝑛 , the prediction algorithm for the next data 
point 𝑡𝑛+1 works as following: 

1. Keep the last subsequence of length 𝑚 as the 
motif for similarity search, which is 𝑀 =
[𝑡𝑛−𝑚+1, 𝑡𝑛−𝑚+2, … , 𝑡𝑛]. 

2. Choose a distance measure for the time series 
(adaptive dissimilarity index with CID in this 
case). 

3. Conduct similarity search from 𝑡1 to 𝑡𝑛−𝑚, i.e., 

calculate the distance between the motif 𝑀 and 
other subsequences of length 𝑚  in the time 
series and keep track of the index of the most 
similar subsequence. 

4. Suppose the most similar subsequence we 
found in step 3 is at position 𝑖 , then a 
dependency factor is created for prediction: 

                            𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑇[𝑖+𝑚]

𝑇[𝑖+𝑚−1]
                        (7) 

5. The prediction for 𝑡𝑛+1is computed as: 
                             𝑡𝑛+1 = 𝑡𝑛 ∗ 𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟                      (8) 

    In order to predict the next 𝑘  points, we need to 
append the forecasted point to the original time series 
and loop the above method for 𝑘 times. For example, 

the prediction of 𝑡𝑛+2  is based on the result of 
similarity search for motif 𝑀′ = [𝑡𝑛−𝑚+2, … , 𝑡𝑛+1]. 

    The logic of creating a dependency factor is that the 
trend for the next point of the last subsequence in the 
time series is similar to the trend for the following point 
of the most similar motif that discovered. However, 
this approach can be inefficient to predict more 
datapoints for relatively large datasets, since another 
similarity search is required for the renewed motif after 
appending the last prediction result to the original time 
series. To make the algorithm more efficient for long-
term prediction, we propose two approaches with less 
computational complexity: One Motif Approach and 
Integrated Motif Approach. We will introduce them in 
part B and part C. 

B. One Motif Approach  

    Suppose we are predicting the next 𝑘 points of a 
time series 𝑇 = [𝑡1, 𝑡2, … , 𝑡𝑛] with length 𝑛 . The One 
Motif Approach works as following: 

1. Choose the last subsequence of length 𝑚  in 
the time series, 𝑀 = [𝑡𝑛−𝑚+1, 𝑡𝑛−𝑚+2, … , 𝑡𝑛]  as 

the motif for similarity search, where 𝑚 ≥ 𝑘. 
2. Apply a suitable distance measure for 

subsequences in the time series (same as part 
A, adaptive dissimilarity index with CID is used 
in this case). 
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3. Calculate the distance between motif 𝑀  and 

other subsequences of length 𝑚  from 𝑡1  to 
𝑡𝑛−2𝑚 and keep track of the distance and the 
corresponding index of all the subsequences of 

length 𝑚. 
4. Suppose the most similar non-overlapping 

subsequence, i.e., the best match motif we 

found in step 3 is at position 𝑖, then a list for 
dependency factors is created for prediction:                            

            𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟[𝑗] =
𝑇[𝑚+𝑖+𝑗]

𝑇[𝑚+𝑖+𝑗−1]
, 𝑗 ∈ [0, 𝑘).            (9) 

5. The prediction points [𝑡𝑛+1, … , 𝑡𝑛+𝑘]  are 
computed as: 

           𝑡𝑛+1+𝑗 = 𝑡𝑛+𝑗 ∗ 𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟[𝑗], 𝑗 ∈ [0, 𝑘).           (10) 

    For example, the first point for prediction is 𝑡𝑛+1 , 
which is calculated as: 

                      𝑡𝑛+1 = 𝑡𝑛 ∗ 𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟[0]                       (11) 

where 𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟[0]  is the first element of the list of 

dependency factors. 

    Different from the previous method, after appending 
the prediction result to the original time series, this 
prediction approach does not require to search for the 
most similar subsequence again based on the 

renewed last subsequence (motif) of length 𝑚. Instead, 
we make the second prediction based on the first 
prediction result and the second element of the 
dependency factor list, which is  

                     𝑡𝑛+2 = 𝑡𝑛+1 ∗ 𝑑𝑒𝑝𝑓𝑎𝑐𝑡𝑜𝑟[1]                    (12) 

    The above step is conducted for 𝑘 times in order to 

get 𝑘 prediction points based on 𝑘 dependency factors. 

    The One Motif Approach focuses on the most 
similar non-overlapping subsequence (best match 
motif) to the given motif in order to make predictions. 
Instead of conducting the similarity search and 

calculating the dependency factor for 𝑘  times in the 
previous approach, we only do similarity search once 
to find out the best match motif. The elements in the 
dependency factor list are based on the next 𝑘 points 
of the best match motif. 

    In order to get a list of dependency factors, the best 

match motif is searched from 𝑡1  to 𝑡𝑛−2𝑚 , which 
covers all non-overlapping subsequences. Also, this 

approach requires 𝑚 ≥ 𝑘 , i.e., the selected motif 
length for similarity search should be greater than or 
equal to the number of points for prediction to prevent 
index out of range problem. 

C. Integrated Motif Approach 

    Similar to the One Motif Approach, Integrated Motif 
Approach takes the first, second and third time series 
motifs (the three most similar subsequences to the 
given motif) and creates three dependency factor lists. 
Step 1-3 are the same as that in part B. Step 4 and 5 
are revised as the following: 

    Suppose the position of the first, second and third 
time series motifs (the three most similar non-
overlapping subsequences) are 𝑖 , 𝑝, 𝑞 , respectively. 

Three dependency factor lists are created for 
prediction: 

     𝑑𝑒𝑝𝑓𝑎𝑐𝑡1[𝑗] =
𝑇[𝑚+𝑖+𝑗]

𝑇[𝑚+𝑖+𝑗−1]
, 𝑑𝑒𝑝𝑓𝑎𝑐𝑡2[𝑗] =

𝑇[𝑚+𝑝+𝑗]

𝑇[𝑚+𝑝+𝑗−1]
,  

     𝑑𝑒𝑝𝑓𝑎𝑐𝑡3[𝑗] =
𝑇[𝑚+𝑞+𝑗]

𝑇[𝑚+𝑞+𝑗−1]
, 𝑗 ∈ [0, 𝑘).                     (13)  

where 𝑑𝑒𝑝𝑓𝑎𝑐𝑡1, 𝑑𝑒𝑝𝑓𝑎𝑐𝑡2 and 𝑑𝑒𝑝𝑓𝑎𝑐𝑡3 are dependency 

factor lists for the first, second and third time series 
motifs, respectively.                      

    The forecasted points [𝑡𝑛+1, … , 𝑡𝑛+𝑘] are calculated 
as: 

𝑡𝑛+1+𝑗 = [(𝑑𝑒𝑝𝑓𝑎𝑐𝑡1[𝑗] + 𝑑𝑒𝑝𝑓𝑎𝑐𝑡2[𝑗] + 𝑑𝑒𝑝𝑓𝑎𝑐𝑡2[𝑗])/3]

∗ 𝑡𝑛+𝑗 ,   𝑗 ∈ [0, 𝑘). 

  (14) 

    The Integrated Motif Approach focuses on the three 
most similar subsequences (top three best match 
motifs) in the time series and creates three 
dependency factor lists based on the trend after those 
motifs for prediction. The three lists are then 
integrated (averaged) to calculate the forecasted 
points. 

V. RESULTS AND ANALYSIS 

    In this section, multiple tests are conducted with 
foreign exchange rate data for three forecasting 
approaches stated in section IV. We will introduce the 
data source and preprocessing in part A, compare the 
results of different approaches in part B, and do 
further analysis in part C. 

A. Data 

All the tests in this section are conducted using 
datasets of EUR/USD exchange rate (close price) from 
01/01/2015 to 12/31/2018. The data is publicly 
available from Dukascopy [4]. We use three different 
time units for testing: minutely, hourly, and daily. The 
data is processed to only include those during trading 
sessions, i.e., exclude flat prices during weekends and 
holidays, so that there is volatility through the time 
series. The time series data are normalized according 
to formula (6) before the motif search.  

B. Results 

    In this case study, we firstly test the models using 
minutes data. We randomly select a dataset of length 
1000 (01.01.2017 22:00 to 01.02.2017 14:40 in this 
case) and forecast the price of next 15 and 30 
minutes with motif length of 15 and 30, respectively.  

 

 

 

 

 

 

 
Fig. 1. 15/15 forecast result (forecast the next 15 minutes 

with motif length of 15) 
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Fig. 2. 30/30 forecast result (forecast the next 30 minutes 

with motif length of 30) 

 
 
 
 
 
 

 
 
 

Fig. 3. MSE for three forecasting methods (based on 1000 
minutes data) 

    From Fig.1 and Fig.2, we can conclude that One 
Motif Approach and Integrated Motif Approach 
perform better than the unrevised method in both 
15/15 and 30/30 cases as they are closer to the real 
data. Specifically, in 15/15 case (Fig.1, forecast next 
15 minutes with motif length of 15), the One Motif 
Approach successfully captures some patterns and 
trend in the prediction, while the line for Integrated 
Motif Approach is more smooth. The unrevised 
method fails to capture the overall trend as well as the 
patterns of the data in this case. In 30/30 case (Fig.2, 
forecast next 30 minutes with motif length of 30), the 
unrivised method and the One Motif Approach capture 
more patterns of the real data than Integrated Motif 
Method. However, the unrevised approach predicts an 
upward trend while the real data is downward. 

    The forecasting error is calculated using mean 
squared error, or MSE, as shown in Fig.3. The One 
Motif Approach and Integrated Motif Approach have 
lower MSE than unrevised method in both cases, and 
the forecasting errors are very close for two proposed 
methods. 

    Then we randomly select an hourly dataset with 
length 1000 (06.25.2017 22:00 to 08.22.2017 15:00 in 
this case) and forecast the next 15 hours and 30 
hours price with motif length of 15 and 30, 
respectively. As shown in Fig. 4 and Fig. 5, the 
Integrated Motif Method have better performance in 
both 15/15 and 30/30 cases. The One Motif Method 
performs the worst in 15/15 case, however, it 
successfully predicts the upward trend of the data in 
30/30 case. That might due to the great dependence 
of One Motif Approach on the top result of similarity 
search given that it only uses datapoints after the best 

match motif. As Fig. 6 shows, the One Motif Approach 
has the highest forecasting error in 15/15 case, but 
the lowest in 30/30 case. In both cases the MSE of 
the Integrated Motif Approach is lower than that of the 
previous method. 

 

 

 

 

 

 

 

Fig. 4. 15/15 forecast result (forecast the next 15 hours 
with motif length of 15)  

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. 30/30 forecast result (forecast the next 30 hours 

with motif length of 30)  

 

 

 

 

 

 

 

Fig. 6. MSE for three forecasting methods (based on 1000 
hours data) 

    For daily exchange rate, we test the models using a 
dataset of length 500 (03.15.2016 to 03.13.2018 in 
this case) and forecast the next 10 days and 15 days 
exchange rate with motif length of 10 and 15, 
respectively. The results are shown in Fig. 7-10. 

 

 

 

 

 

 

 

 

Fig. 7. 10/10 forecast result (forecast the next 10 days 
with motif length of 10) 
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Fig. 8. 15/15 forecast result (forecast the next 15 days 
with motif length of 15)  

 

 

 

 

 

 

 

 

Fig. 9. MSE for three forecasting methods (based on 500 
days data) 

    We can see from Fig. 7 that all three methods fail to 
predict the upward trend in the 10/10 case (forecast 
the next 10 days price with motif length of 10). 
However, the Integrated Motif Approach perfoms 
relatively the best in this case, since its forecast is the 
closest to the target. All three approaches perform 
better in 15/15 case, espacially the One Motif Method 
and Integrated Motif Method. They are able to capture 
the downward trend of the data as well as some 
specific features. We can see from Fig. 9 that the 
MSE of Integrated Motif Approach is the lowest in 
both cases, the One Motif Approach has the highest 
MSE in 10/10 case, but then it drops dramatically in 
15/15 case. The MSE of unrevised method does not 
change drastically for the 15/15 case compare to the 
10/10 case. 

    In summary, according to the forecasting error 
(MSE) of three prediction methods in all cases above, 
the Integrated Motif Approach has relatively lower 
MSE than the One Motif Approach and unrevised 
method in most of the cases. Moreover, although the 
performance of One Motif Approach fluctuates, it 
achieves the lowest forecasting error in some cases 
(Fig. 3 and Fig. 6) and can capture some specific 
patterns in the prediction (Fig. 1 and Fig. 2). 

    Also, as mentioned in section IV, since the One 
Motif Approach and Integrated Motif Approach only 
conduct similarity search once after the motif length is 
selected, they have much less time complexity 
comparing to the unrevised method. The running time 
of three forecasting methods is computed in Table I. 

 

TABLE I.  RUNNING TIME 

Time 
series 
length 

Forecasting Methods 

Unrevised 
One 

Motif 
Integrated 
Motif 

300 17.71 0.48 0.51 

500 43.90 1.47 1.52 

1000 168.80  5.36 5.43 

Time unit is in seconds. Tests are based on minutes data 
used in Fig.2 (forecast 30 datapoints with motif length of 
30). 

C. Discussion 

    According to the empirical results in part B, the 
Integrated Motif Approach performs generally better in 
almost all cases with lower forecasting error than 
previous method. The prediction error of One Motif 
Approach is the lowest in some cases, whereas in 
some cases it is greater than previous approach. This 
result makes sense because the One Motif Approach 
only selects the best match motif to calculate 
dependency factors for forecasting, making the result 
mostly depend on the data after the best match motif.     
Comparing to Integrated Motif Approach, although 
One Motif Method has higher forecasting error in most 
of the cases, it can sometimes catch more specific 
patterns of the time series in forecasting. Therefore, it 
depends on the purpose of the prediction for choosing 
a suitable method. 

    As Table I shows, both One Motif and Integrated 
Motif approach have much less computational cost 
than the original method, with about 30 times less 
running time. The two proposed methods do not 
require a new similarity search for the renewed motif 
after appending the prediction data. However, the 
accuracy of the prediction is not decreased but 
improved in most of the cases. 

    In addition, we will detect the factors that might 
affect the prediction results of two proposed 
approaches (One Motif and Integrated Motif) in this 
section. Two parameters of the forecasting method 
will be tested, including the time series length and the 
selected motif length. 

    Firstly, the length of the time series can be a critical 
factor that influences the forecasting result. It might 
not be true that the more data in the time series, the 
more accurate the forecast is. We will focus on hourly 
EUR/USD exchange rate data (from 01/01/2015 to 
12/31/2018) to do further analysis. The tests forecast 
the next 15 hours of the exchange rate with fixed motif 
length of 15. Fig. 10 illustrates the forecasting error 
(MSE) of two proposed apporaches with increased 
length of data in the time series. 
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Fig. 10. MSE of different length of datasets. Based on hourly 
forex data. 

    In 80% of the cases, the Integrated Motif Approach 
has lower forecasting error than the One Motif 
Method. As the time series enlarged, the forecasting 
error fluctuates but there is no decreasing trend as the 
length of the time series increased. 

    The length of the motif can be another key factor in 
forecasting. As introduced in section IV, the length of 
the motif should be greater than or equal to the 
number of points to forecast in order to create lists for 
dependency factor for proposed approaches. We will 
fix the length of the time series to 1000 (1000 hours 
data in this case, from 01.01.2017 22:00 to 
02.28.2017 13:00), and detect the influence of motif 
length. Fig. 11 shows the result of forecasting the next 
15 hours exchange rate with different motif length. We 
can see that the motif length of 40 achieves the lowest 
forecasting error, and the prediction result of One 
Motif Approach is affected more by the motif length 
than the Integrated Motif Approach. 

 
 

 

 

 

 

 

Fig. 11. MSE of different length of motif. Fixed time series 
length n = 1000. 

    In sum, the result of the forecasting model depends 
on a lot of factors. The first one is the length of the 
time series. However, it is not the case that the more 
data, the more accurate the prediction is. Also, 
according to Ismailaja [12], the lower error in 
prediction can be achieved with motif length equal to 
the periodicity of the time series. However, with great 
uncertainty of the forex data, it is hard to determine 
the periodicity of the time series. In this case, we 
should consider other factors such as the variation of 
the given time series in order to choose an optimal 
length of the motif. 

VI. CONCLUSION AND FUTURE WORK 

    In this research, we extend previous work by 
Ismailaja [12] and propose two methods to predict the 
foreign exchange rate applying motif discovery: One 
Motif Approach and Integrated Motif Approach. 
Comparing with the previous forecasting method, the 
Integrated Motif Approach performs generally better 
with lower forecasting error in almost all cases. The 
performance of One Motif Approach is more volatile, 
but it sometimes can achieve better results than the 
Integrated Motif Approach. 

    In the future, we will improve the model with more 
sophisticated means to detect the optimal length of 
the motif. We will also further explore the model with 
other financial time series data, such as equity and 
commodity price and implement the model into trading 
strategies. 
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