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I.  INTRODUCTION AND PRELIMINARY LEMMAS 

Throughout this paper Ω will stand for a bounded 
regular domain in ( 2)n n  . By a regular domain we 

understand any domain of finite measure for which the 
estimates (2.4) and (2.5) below for the Hodge 
decomposition are satisfied, see [10], [11]. A Lipschitz 
domain, for example, is regular. 

Let 1 < p < n. We shall examine the boundary value 
problem of the p- harmonic equation  
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This paper deals with very weak solutions to (1.1).  

Definition1.1. A function  ， rWu ,1

0
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，1 pr is called a very weak solution 

to the boundary value problem (1.1) if 
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holds true for all     11

0

prrW ， .  

A function   pWu ,1

0  is called a weak solution 

to the boundary value problem (1.1) if (1.2) holds true 
for all   pW ,1

0 . This is natural setting of problem 

(1.1). The words very weak in Definition 1.1 mean that 
the integrable exponent r of u can be smaller than the 

natural one p. We refer the readers to [1]. Theorem 1, 
page602, and [3], Theorems 1 and 2, page 251. 

In this paper we will need the definition of weak 

spacesLt  or Marcinkiewicz space (see [4] , Chapter 1, 

Section 2): for 0t , the weak spaceLt  ,  tLweak
, 

consists of all Measurable functions f such that   

  
ts

k
sxfx  :  

for some positive constant  fkk   and every 0s , 

where E  is the n dimensional Lebesgue measure 

of E . Note that if   t
weakLf for some 1t , then 

  Lf  for every t1 . 

Integrability is a very important property in the 
regularity of nonlinear elliptic PDEs and systems, see 
[5]. In [6], [7], the authors considered regularity 
properties of the p harmonic type equations 

   ，divfxuudiv
p


2

 

with r sufficiently close to p , and obtained an estimate 

for the operator H which carries a given vector function 

f  into the gradient field .u  In the present paper, we 

consider very weak solutions to boundary value 
problems of (1.1). The main result of this paper is the 
following theorem. 

Theorem 1.1. let   rqW q  ,,1 . There exists 

  0,00  pn such that for every very weak solution

  rWu ,1
0 , max   nprp 1,1 , to the 

boundary value problem (1.1), we have  
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 (1.3) 

provided that .0 rp
  
 

Note that very weak solutions u to the boundary 

value problem (1.1) are taken from the Sobolev space

 rW ,1 . The embedding theorem guarantees that the 

integrability of u reaches *r . Our result (1.3) improves 
such integrability. We remark that the key point in the 
proof of Theorem 1.1 is the choice of appropriate test 
functions. 
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In order to prove Theorem 1.1, we need the 
following two lemmas. 

Lemma1.1. For 21  p  and any YX , , one has 

  1122
 ,




pppp
YYYXYXYXYYXX . 

The proof of can be found in [8], Lemma 1.1. 

Lemma 1.2. Let 00 s  and let   ),0[,  0 s：  be 

a decreasing function such that for every sr, with 

0ssr  , 
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 s
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where ,,c  are positive constants. Then 

(1) If 1  we have that   00  ds , where 

     ;2
1

0

1 
  scd  

(2) If 1  we have that 

           uuu ssscs   00

111 22  

, 

where   1u . 

 

II. PROOF OF THEOREM 1.1 

For any 0L  we take 

                    ,

      0               ,

                     ,

u L for u L

v for L u L

u L for u L

   


    
   

   (2.1)            

so that, by our assumptions, we have   rWv ,1

0
 and  

   
1 ,

u L
v u

 
                   (2.2)  

where 
E1  

is the characteristic function for the set E , 

that is, 11 E
if Ex and 01 E

otherwise. We 

introduce the Hodge decomposition of the vector field 
    1,12 prrp

Lvv . Accordingly, 

,
r p

v v h


                     (2.3)  

where is in    1,1

0

prrW and h is a divergence free 

vector field of class   nprrL ,1  . The reader is 

referred to [3], [1] for estimates concerning such 
decomposition. We have 
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and 
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Let’s take as the test function in the formula, on the 

left-hand side, we have 
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Therefore, equation (1.2) can be transformed into 
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(2.7) 

Now let’s talk about two cases. 

Case1 : 2p . Since for any nYX , (see [9], 

page 72)  
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2 


 YXYYXXYX
ppp

p  

the left-hand side of (2.6) can be estimated as 
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(2.8) 

We now estimate 
1I , 

2I and
3I  . By an elementary 

inequality (see [10]): for any nYX ,
 and 0 , 
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(2.9)  

and using Hölder inequality, (2.5) and Young 
inequality, we obtain  
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here and in the sequel, 
 Lurr 


,

, we omit the 
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subscript for the sake of simplicity. 

Using the Hölder inequality, (2.5) and Young’s 

inequality again, 
2I

 
and 

3I can be estimated as 
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2.12) 

Using the Hölder inequality, (2.5), (2.2) and 

Young’s inequality again, 
4I  can be estimated as 
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Combining (2.6)-(2.7), (2.9)-(2.12) we arrive at 
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Case2 : 21  p  .Lemma 1.1 yields 
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By (2.8) and (2.5), 
1I  can be estimated as 
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For the case 21  p , 
2I ,

3I and 
4I can also be 

estimated by (2.10) and (2.11). Combining (2.6), 
(2.13), (2.14), (2.10) and (2.11) and (2.12), we arrive at 

(2.13).Let  pnC ,10  . Then for
0 rp we have 

  1,  rppnC . Taking  small enough, such that 

  1,  rppnC , then the second term on the right-

hand side of (2.13) can be absorbed by the left-hand 
side; thus we obtain 
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Since   rqW q  ,,1 , by the Hölder equality we 

obtain  
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by combining (2.18) and (2.19) we get  
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We now turn our attention back to the function 

  0Wv By the Sobolev embedding theorem, and 

using (2.2), we have  
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By collecting (2.16)-(2.21), we deduce that 
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As above, we derive 

 .  weakLu  

For the case nq  , one has 1 . Lemma 1.2 implies

  0d for some  Drsdd ,,,, 0 . Thus 

  0 du  , which means du  a.e. in  . 

Therefore 

 , Lu   

completing the proof of Theorem 1.1. 
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