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Abstract— Learning from real-world data and 
classifying them according to their characteristics 
is an active area of research in machine learning. 
However, the imbalanced nature of the real-world 
data is still a challenging task whether it is a 
binary class or a multi-class problem. In recent 
years, the use of Deep Neural Network (DNN) for 
classification has been very popular among 
different fields. Although DNN is suitable to 
handle complex classification tasks, co-
adaptation among the units of the DNN model 
leads to overfitting. Therefore, various 
regularization techniques have been introduced to 
reduce overfitting and improve generalization. In 
this paper, a study is conducted to investigate the 
impact of the Dropout rates of the DNN with 
imbalanced data. To our best knowledge, there is 
not much prior study on this. In this study, the 
imbalanced data is balanced using three popular 
techniques, and thereafter the Dropout 
regularization technique is applied. With the use 
of the evaluation metric ROC AUC (Receiver 
Operating Characteristic Area Under Curve), this 
study has identified the impact of the dropout 
rates for imbalanced data classification using 
DNNs. 

Keywords— Deep Neural Networks, Dropout, 
Imbalanced data 

I.  INTRODUCTION  

Many real-world data by nature is imbalanced; 

meaning that the number of objects for each category 

(class) will not be the same. This imbalanced nature 

of real-world data needs to be considered when 

applying classifiers. Otherwise, the classifiers will be 

biased to the majority class. Therefore, it is a practice 

in the machine learning community to apply balancing 

techniques to handle it. Data level, algorithm-level, 

and hybrid methods are the three types of imbalanced 

data handling approach heavily used in this regard [1]. 

While the data level methods will be focused on 

modifying the data sets so that it will be suitable for 

the training using a standard classification algorithm, 

algorithm-level methods will be focused on modifying 

the algorithm so that the cost involved in 

misclassifying is reduced. 

In this study, since we need to identify the impact 

on the original algorithm, we will be focusing on data-

level balancing techniques in this paper such as 

oversampling, under sampling and hybrid techniques. 

Any classification task can either be a binary or a 

multi-class problem. In this paper, we will be focusing 

only on binary classification. 

Binary classification is common in most real-life 

applications in different fields. In computer vision, 

binary classification task can be used to classify 

defected items from a manufacturing plant; in 

medicine, it can be used to identify a sick person from 

one’s health records, and to identify a spam tweet in 

social network security [2] [3] [4]. For the classification 

tasks, the use of Deep Neural Network (DNN) is a 

popular supervised approach. However, only a limited 

number of studies have focused on imbalanced data 

classification using DNN. When DNN algorithms are 

used for classification, they are prone to overfit which 

could lead to poor generalization. Hence, 

regularization techniques like Dropout [5], 

Dropconnect [6], and Binary connect [7] can be used 

to reduce overfitting. In almost all these methods, 

different hyperparameters need to be adjusted 

according to the problem that needs to be solved.  
The work in [5] introduces the term “Dropout” 

referring to dropping out units (hidden and visible) in a 
neural network, and they also interpret Dropout as a 
way of regularizing the model by the addition of noise 
to its hidden units. In their work, they state that the 
choice of which units to drop is random. Further, in 
their study, they suggested values for different 
hyperparameters involved with the use of Dropout. 
However, all the experiments and suggestions in their 
study are based on balanced datasets and have not 
focused on imbalanced datasets. The focus of this 
paper is to study the impact of the Dropout rates have 
in the DNN when handling imbalanced data. 

The rest of the paper is organized as follows. 
Section two gives an overview of the imbalanced 
learning domain, an overview of the deep learning and 
regularization in general. In section three, we present 
the experimental setup, evaluation matrices used, 
datasets and the results of our comparison study with 
a detailed analysis of the results. The final section 
concludes the paper. 
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II. LEARNING FROM IMBALANCED DATA 

 Imbalanced learning domain A.

Learning and classifying from imbalanced datasets 
have been extensively studied in the literature because 
real-world data is on most occasions imbalanced in 
nature. Therefore traditional classification algorithms 
are biased towards the majority class [1].  According to 
[8] these traditional classification algorithms are built to 
minimize the overall error and to maximize the 
classification accuracy. Therefore, different imbalance-
handling techniques have been introduced in these 
studies to classify from the learned model based on 
mainly three approaches, Data-level, Algorithm level 
and Hybrid methods [1]. Data level methods comprise 
methods used to alter the training datasets such as 
oversampling, under sampling and hybrid techniques. 
Some commonly used techniques are Random 
oversampling, Synthetic Minority Over-Sampling 
(SMOTE) [9] and its variations, Random under 
sampling, Tomek links [10] and its variations, Synthetic 
Minority Over-Sampling combined with Tomek links 
(SMOTETomek) and Complementary Fuzzy Support 
Vector Machine (CMTFSVM) combined with SMOTE 
[11]. However, some of these methods suffer from 
various drawbacks, e.g., adopting an oversampling-
only method might introduce overfitting and adopting 
an under sampling-only method might introduce a loss 
of important information needed for classification [12]. 
Also, some of these methods have not been tried with 
DNN algorithms. 

 A brief overview of classifiers and Deep Learning B.

Classification tasks can be of binary or multi-class. 

Different machine learning techniques can be applied 

for classification tasks whether binary or multiclass, 

such as Artificial Neural Networks (ANN), Support 

Vector Machines (SVM), Decision Trees (DT), k-

Nearest Neighbour (k-NN) and Naïve Bayes. 

According to [13], conventional machine-learning 

techniques suffer from various disadvantages, and 

therefore, Deep learning can be considered a major 

breakthrough technique. There are many deep 

learning models introduced like Deep Neural 

Networks (DNN), Convolutional Neural Networks 

(CNN), Deep Belief Networks (DBFs), Restricted 

Boltzmann Machine (RBM), Recurrent Neural 

Networks (RNNs) and many more.  

In recent years, DNN models have been introduced 

for different classification tasks in many fields such as 

Medicine [3], Engineering [2,14], Vision [15], Speech 

recognition [16], Network security [17] and many 

more. According to the study of [12], although the 

application of DNN in classification is well studied and 

applied, only a few works in the literature focus on a 

systematic study on how to handle imbalanced data 

when using DNN for classification.     
The work in [18]  on training DNNs on imbalanced 

datasets discusses the need for the consideration of 
imbalanced nature in real data and the necessity to 
rethink about applying traditional DNN models to 

imbalanced data. The authors further introduce a 
novel loss function to handle imbalanced data when 
using DNNs. In [19], the proposed approach is similar 
to [18], as the authors introduce a new Algorithm-level 
change to CNN. In [20] a cost-sensitive Deep CNN 
which can be used in imbalanced data classification 
was proposed. The work in [21] proposes a novel 
data-level approach to handle imbalanced data using 
CNN. However, all these methods focus on 
introducing novel approaches to handle imbalance 
data whereas in our study we have concentrated on 
identifying the effect of the hyper-parameter Dropout 
rate on imbalanced data. This will help us understand 
more on how the dropout rate impact on 
generalization in imbalanced datasets, given that 
oversampling and undersampling may affect the 
generalization ability of the DNN. 

III. EXPERIMENTAL SETUP, RESULTS AND RESULT 

EVALUATION 

 Datasets and Experimental Setup  A.

In this study, we used imbalanced datasets with 
numerical attribute values where the classification task 
is binary. Both of the datasets used are popular in the 
imbalanced data literature and are used for 
performance evaluation in many recent studies such 
as the work described in [11], [22] and [23]. The 
Yeast3 dataset is from KEEL [24], and the ADULT 
datasets are from the UCI [25]. Table I gives the 
information on the datasets used for this study.  

For the purpose of analysis, we used three 
balancing techniques for each dataset: oversampling, 
under sampling and oversampling followed by under 
sampling. Therefore, the balancing methods used are 
SMOTE, TOMEK links and SMOTE with Tomek links 
respectively. We used 10-fold cross-validation for each 
experiment, and the average of the 10 experiments is 
used for evaluation. In each experiment, 20% of the 
dataset was randomly dedicated for testing, and the 
rest was used for training.  

 DETAILS OF THE IMBALANCED DATASETS  TABLE I. 

Characteristics 
Dataset 

Yeast3 ADULT 

Imbalanced Ratio (IR) 8.1 3.33 

No of Instances 1484 45222 

No of Majority 
Instances 

1321 34014 

No of Minority 
Instances 

163 11028 

No of Attributes 8 15 

No of Training 
Instances 

1187 36178 

No of Testing 
Instances 

297 9044 
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The classifier used for this study is a DNN with two 
hidden layers following what has been reported at [26]. 
The number of nodes in the hidden layers was 
increased by 0.25% in the first layer and then 
decreased by 0.25% in the second layer for both 
datasets. For other than the final layer, all other layers 
used the Rectified Linear Unit (ReLU) as the activation 
function and the last layer used the Sigmoid activation 
function. The DNN model used the loss function binary 
cross entropy and used a batch size of 10 for each 
training with 150 epochs, as by increasing the number 
of epochs for this case did not improve the accuracies. 

 Results and Discussions  B.

The results of the experiments are produced with 
the use of the evaluation metric ROC AUC (Receiver 
Operating Characteristic Area Under Curve) [27] which 
is one of the most acceptable and popular evaluation 
matrices for imbalanced data classification. If the 
classification accuracy in terms of precision/accuracy 
is used, the classification accuracy will be biased to 
the majority class, therefore, will result in high 
accuracy level, which is not what is expected from an 
imbalanced classification model. 

The results of the experiments conducted using the 
DNN classifier with and without the application of the 
balancing techniques are presented in Table II. As 
mentioned in the previous section, the DNN used is a 
network with two hidden layers. The accuracy without 
the application of the Dropout and with the Dropout of 
0.5 for each layer is given in Table II with the 
Imbalance ratio of each dataset and their balancing 
Technique (BT). The Dropout rate of 0.5 is chosen to 
start off with as it is the recommended conventional 
values used for most applications. [5]  

As observed from the results in Table II, the use of 
Dropout regularization shows to provide better results 
for imbalanced datasets in most cases when the 
imbalanced ratio is high. Further, as we wanted to 
investigate the effect of the Dropout rate for 
imbalanced datasets, we carried out experiments for 
different combinations of Dropout rates for each layer 
of the DNN. Here we used the three balancing 
techniques mentioned in the earlier section, SMOTE, 
Tomek Links and SMOTE followed by Tomek Links. 
Table III and Table IV show the classification 
performance in terms of AUC of the trained DNN 
model with varying values of Dropout rates for each 
layer of the DNN for the datasets Yeast3 and ADULT 
respectively. From the results in Tables III and IV, the 
AUC is improved after applying lower values of 
Dropout rates such as 0.2 for input layer and for 
hidden layer. This is due to the reduction of coadoption 
among neurons of each layer with the use of a lower 
Dropout rate. 

From the results of Tables III and IV, it can be 
observed that the identified balancing technique, 
SMOTE+Tomek performed well for the DNN.  A 
possible explanation for this is that the combination of 
both the methods will decrease the possibility of 

overfitting and also reduce the chance of losing 
information. Therefore, further experiments were 
carried out to identify the effect of Dropout using this 
balancing technique. The relevant results are tabulated 
in Table V. It is clear from these results that a lower 
value of Dropout rate would be able to give better AUC 
in classification. 

Model accuracy curve and model loss curve given 
in Fig.1 and Fig. 2, depicts the accuracy against 
epochs when Dropout rate is 0.2 and 0.3 for each 
hidden layer for the Yeast3 dataset after the use of 
SMOTE + Tomek balancing technique to handle 
imbalance. Model accuracy curve and model loss 
curve given in Fig. 3 and Fig.4, depicts the accuracy 
against epochs when Dropout rate is 0.2 and 0.2 for 
each hidden layer for the ADULT dataset after the use 
of SMOTE + Tomek balancing technique to handle 
imbalance. 

 EXPERIMENTAL RESULTS WITH THE USE OF DROPOUT TABLE II. 
AND WITHOUT DROPOUT 

Dataset IR BT 

AUC 

Without 
Dropout 

Dropout 
(0.5) 

ADULT 8.1 

No Balance  0.7609  0.7630 

SMOTTomek  0.8173 0.8194 

SMOTE 0.8214  0.8192 

Tomek links  0.7910 0.7917  

Yeast3 3.33 

No Balance 0.8547  0.8423 

SMOTTomek  0.9206 0.9282 

SMOTE 0.9186 0.9297 

Tomek links 0.8831 0.8473 

 EXPERIMENTAL RESULTS – YEAST3 DATASET  TABLE III. 

 

BT 
Dropout Rate 

0 & 0 
0.2 & 
0.2 

0.5 & 
0.5 

0.2 & 
0.5 

SMOTE +  
Tomek 

0.9206 0.9360 0.9282 0.9329 

SMOTE 0.9186 0.9347 0.9297 0.9333 

Tomek 
links 

0.8831 0.8936 0.8473 0.8469 

 EXPERIMENTAL RESULTS - ADULT DATASET TABLE IV. 

 

 

 

BT 

Dropout Rate 

0 & 0 
0.2 & 
0.2 

0.5 & 
0.5 

0.2 & 
0.5 

SMOTE + 
Tomek 

0.8173 0.8222 0.8194 0.8197 

SMOTE 0.8201 0.8204 0.8191 0.8202 

Tomek links 0.7910 0.7837 0.7917 0.7910 
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 EXPERIMENTAL RESULTS – SMOTE+TOMEK TABLE V. 

 

 

 

 

 

 

 

 

 

 

From the test accuracy curves given in below 
figures, it is clear that the learning model does not 
overfit the model but learns and therefore achieves 
good generalization. These plots are used only for the 
purpose to identify that the models do not overfit 
considering the imbalanced nature of the dataset. 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Model Accuracy Model Loss when SMOTE + Tomek 
links are applied for balancing and dropout rates 0.2 & 0.3 
applied for each hidden layer of the DNN for Yeast3 dataset 

 

 

 

 

 

 

 

 

 

Fig. 2. Model Loss when SMOTE + Tomek links are applied 
for balancing and dropout rates 0.2 & 0.3 applied for each 
hidden layer of the DNN for Yeast3 dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Model Accuracy when SMOTE + Tomek links are 
applied for balancing and dropout rates 0.2 & 0.2 applied for 
each hidden layer of the DNN for the ADULT dataset 

 

 

 

 

 

 

 

 

 

Fig. 4. Model Loss when SMOTE + Tomek links are applied 
for balancing and dropout rates 0.2 & 0.2 applied for each 
hidden layer of the DNN for the ADULT dataset 

According to [5], the whole idea of Dropout is to 
minimize the co-adoption of all neuron units. As many 
studies show, including our own, Dropout is beneficial 
for Deep learning models however the Dropout rate for 
each layer is also important. So, for imbalanced 
datasets, the idea of dropping units will work only to a 
certain level. Otherwise, while dropping units, 
connections will also drop. Then, the learning model 
will miss important co-adaptations that are necessary 
for its learning. 

Dataset 

Dropout Rate for input and hidden layers 

0 & 
0.2 

0.2 & 
0 

0 & 
0.3 

0.3 & 
0 

0.2 & 
0.3 

0.3 & 
0.2 

0.2 & 
0.4 

0.4 & 
0.2 

Yeast3 0.9298 0.9361 0.9348 0.9343 0.9374 0.9301 0.9374 0.8905 

ADULT 0.8198 0.8170 0.8176 0.8179 0.8197 0.8196 0.8181 0.8182 
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IV. CONCLUSION 

Although DNN and the use of Dropout for 
regularization is studied thoroughly in the machine 
learning community, the imbalanced nature of the data 
has not been a subject of most of the relevant 
literature. In our study, we provided the investigation of 
the impact of Dropout rate applied for each layer in a 
binary classification task for imbalanced datasets using 
a DNN model. The study presented in this paper has 
provided insight into the impact of the Dropout rates for 
the hidden layers when dealing with imbalanced 
datasets. This has also suggested that the use of 
Dropout rates has a role to play in dealing with the 
possible overfitting and the possible loss of important 
information when using oversampling and 
undersampling for imbalanced data as reported in [12].  
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