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Abstract—In this paper we have studied the 
time serie of USD/ALL exchange rate.  Based on 
the data of USD/ALL for the years 2000-2015, with 
monthly frequency, obtained by the Bank of 
Albania, we have done its modeling and 
forecasting using three types of methods: the 
autoregressive integrated moving average ARIMA, 
nonlinear autoregresive neural network (NAR) and 
the proposed hybrid method of ARIMA-ANN.  As 
exchange rates are influenced by many political, 
economic and psychological factors, it is difficult 
to identify a unique economic model which can 
yield stable forecasts.  However, we have used the 
univariate time series model, where is considered 
only the records of a single variable, exchange 
rate. We make the technical analysis, using the 
historical data to build the model to forecast 
future rate.  

 The empirical analysis has shown very good 
results, mainly in the proposed hybrid model. The 
performance of the three methods was compared 
based on standard statistical measures. The 
ARIMA-ANN model generated the best model, with 
the lowest RMSE, MAE, MPE, MAPE, U of Theil 
statistics.  
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I.  INTRODUCTION  

In the new era of globalization and financial 
liberalization, the exchange rate plays a key role not 
only in the international trade, but also in the financial 
system of a developing country like Albania. The role 
of exchange rate is very important, because every 
change on it has impacts on every part of the financial 
system. A stable exchange rate helps companies and 
entrepreneurs to evaluate their investment 
performance, liquidity, solvency, obligations and to be 
able to predict their economic situation for the next 
few years. Changes in exchange rates 
can have important effects mainly in the volatility of 
macroeconomic factors. Among these factors are: 
interest rates, commodity prices and services, 
inflation, trade balances, etc. Therefore, the exchange 
rate behavior is one of the objectives of the 
governments of each country. 

The exchange rates link a country's economy to the 
world economy. It reflects all transactions between 
economic agents, both domestically and 
internationally. Fluctuations in foreign exchange rates 
are probably the most important factors affecting sales, 
profit forecasting, capital budgeting plans, and the 
value of foreign investment. From this point of view, 
changes in foreign exchange rates play an important 
role in the economic and political stability of the world 
in general as well as the well-being of the nations 
taken in particular. On the other hand, this is also a 
matter of particular importance for the very conditions 
of Albania, where there is a great dependence on 
foreign trade and the remittances from abroad, an 
issue which concerns other banks and other interest 
groups. Foreign trade and investments are realized in 
the framework of an international monetary system 
consisting of the currency system and their links 
through the foreign exchange markets. 

We have to analyze the discrete series of USD/ALL 
exchange rate. The data are for each month of the 
years 2000 – 2015.  

 

Fig. 1 The performance graph of exchange rate in the years 
2000-2015. 

As we can see, the USD/ALL rate shows different 
phases of evolution, a decreasing part from 2000 to 
2005, and second one globally slightly increasing from 
2005 to 2015. Globally, the trend seems not really 
important, however the seasonal component and the 
random one appears to be preponderant. 

II. LITERATURE REVIEW 

The exchange rate forecast is useful in Banks, 
financial system, international trade and policymakers. 
According to Greenspan (1994), "implicit in any 
monetary policy action or inaction is an expectation of 
how the future will unfold, that is, a forecast”. Many 
researchers have attempted to forecast exchange 
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rates, but their empirical results are often 
contradictory. Meese and Rogoff (1983) examine the 
Frenkel-Bilson, Dornbusch-Frankel, and Hooper-
Morton structural exchange rate models and find that 
the random walk performs better. The authors 
conclude that the out-of-sample failure is due to the 
volatile nature of exchange rates, the poor inflation 
measurements and their money demand 
misspecifications. On the other hand, Tenti (1996) 
presents promising results in predicting the exchange 
rate of the Deutsche Mark with three different RNN 
architectures. Probably the best cited exchange rate 
model ever is Dornbusch’s model (1976).  It implies 
that exchange rate changes are predictable. 

Many studies have shown that neural networks are 
effective in modeling financial data, regardless of the 
non-linearity they contain. This is why, in recent years, 
applications with ANN in the field of modeling and 
forecasting have been increased, [Widrow. 1994, 
Chan and Foo. 1995, Zhang. 2004, Kamruzzaman. 
2004]  

Many other studies have compared ARIMA with 
ANN (Jhee and Lee, Wang and Leu, Tang and 
Fishwich, Hill) and have concluded that ANNs perform 
better than ARIMA models. Bissoondeeal (2008) use 
linear and nonlinear methods in forecasting AUD/USD 
and GBP/USD exchange rates and conclude that 
ANNs outperform the ARMA and GARCH models. 

Recent years, many hybrid approaches, 
combining  two or more techniques (linear and non-
linear) have been proposed in order to yield more 
accurate modeling and forecasting results. Saeed 
Matroushi (2011) from Lincold University, in his 
research proposed two hybrid systems composed by 
ARIMA and ANN models. The modeling results 
revealed that ARIMA-MLP hybrid model provided a 
better alternative. Khashei (2008) based on the basic 
concepts of artificial neural networks and fuzzy 
regression proposed a new hybrid model in order to 
obtain more accurate forecasting results. Zeng (2008) 
proposed a hybrid ARIMA-ANN model to forecast 
traffic flow. Aladage (2009) proposed a hybrid model 
using ARIMA and Elman's recurrent neural networks. 
Areekul (2010) used the combination of ARIMA and 
MLP for short-term price forecasting. Fam and Yang 
(2010) proposed a hybrid model by using ARIMA and 
GARCH to model and forecast machine health 
condition. Kristjanpoller & Minutolo (2015) constructed 
a hybrid model by ANN and GARCH to forecast gold 
price. A hybrid model based on ARIMA and the radial 
basis function neural network (RBFNs) was proposed 
by Shafie-khah (2011) and was used to forecast 
electricity price. Almost, the results of all these and 
other studies have shown that the hybrid 
approaches produce a better prediction in time series.  

 

III. EMPIRICAL ANALYSES 

A. Stationarity 

We first analyze the stationarity of the series. The 
USD/ALL series is not stationary due to the variations 

that are very significant, and by consequent we have 
to differentiate the variable in order to better 
assimilate its seasonality.  
In order to better analyze our time series, we 
decompose it. As we can see from the graph, the 
trend component seems not important regarding at 
the bar at the left of the graph that stills small. The 
USD/ALL rate varies around a constant mean and the 
trend variations are globally not important. 
The two remaining components are important in our 
time series. The graph shows a seasonal behavior 
and also random component that appears to be 
significant in some observations. The stationarity of 
the time series is graphically rejected, but to be 
statistically confident we perform the Augmented 
Dickey fuller test on the original time series first and 
then on the differentiated one. 
 

 

Fig. 2 The decomposition of USD/ALL 

B. Identification of the model 

Two alternatives are used to identify the 
appropriate models; the H-K identification algorithm, 
the TRAMO identification procedure and then we will 
use a temporary selection test for non-seasonal 
parameters. 

We identify the best SARIMA models that could fit 
our time series, the function identifies all the models 
that minimize the criteria information AIC, AICc and 
also the sigma² estimated of the fits.  

 

Fig. 3 The identified models 

The results shows the identified SARIMA-s and 
their AICc criteria. 
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C. Estimation of the model 

After testing several models, the best seasonal 
ARIMA chosen is the SARIMA(2,1,1)(2,1,1). 

The second step is the estimation of the model 
parameters by the maximum likelihood method. For an 
efficient estimate, there must be at least 50 
observations and preferably 100 observations.  

 

Fig. 4 Estimation of the model 

The figure above provides the estimates of 
autoregressive and non-seasonal and seasonal 
moving average, as well as the value of the 
significance test of each and its p-value. It is therefore 
concluded that almost all the parameters are 
significantly different from 0. The model appears to be 
adequate in terms of the order of the identified 
parameters. 

 

The second autoregressive coefficients and the first 
seasonal one are significant at 10% significance level, 
the mean average coefficients are significant at 5% 
significance level. And the other parameters are 
almost significant. 

D. Validation of the model 

The SARIMA model adopted so far seems 
plausible; the non-seasonal autoregressive coefficients 
are significantly different from 0 as well as the non-
seasonal and seasonal moving average coefficients. 
The model minimizes the AIC, BIC and AICc 
information criteria. 

The next step is to analyze the residues from the 
Ljung-Box test and validate the model definitively or to 
start looking for a more suitable one. The ljung box test 
results are: 

 

Residual analysis can be used to determine 
whether residues are naturally white or not. The chi-
square statistics for the different delay intervals 
obtained, accept the hypothesis of no autocorrelation 
of the residuals.  

We check the stability of our model by the inverse 
of the roots of the characteristic polynomials AR and 
MA. If all the inverses of the roots belong to the 

complex unit disk, we conclude that the model is stable 
and well stationary. 

 

 Fig. 5 The inverse of the roots 

The inverse of the roots associated with the AR and 
MA part indeed belongs to the complex unit disk. We 
therefore conclude that our model is stationary. 

IV. FORECASTING METHODS  

A. ARIMA Forecasting 

Using the ARIMA method, we plot the predicted 
values and their confidence interval for the 20 
observations. 

 

 Fig. 6 Forecasting with ARIMA 

As we see, the predicted values follow the trend 
and the seasonality of USD/ALL exchange rate series. 

Next we will see the quality of the identified 
SARIMA model, the fitted values of the model, plotting 
the two series in one figure, the one of obtained 
SARIMA model and the data of the original USD/ALL 
serie.  

 

 Fig. 7 The graphical comparison of SARIMA model and 

original data  

The graph shows the fitted values of the model did 
follow perfectly all the components of the original data, 
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indeed the ARIMA model the random variables is 
perfectly specified via the mean average components 
and also the seasonal component. 

B. NAR Forecasting 

The SARIMA model (2,1,1) (2,1,1) was the one that 
minimizes the information criteria. This model is 
characterized by the presence of a moving average 
seasonal component that cannot be taken into account 
by the NAR model (p, k). We will use in NAR modeling 
this SARIMA model and also the autoregressive 
parameters to be able to take into account the 
seasonal component which could not be represented 
by the 1st identification. Thus one retains the order p = 
2 and P = 2. 

For a non-seasonal series, the optimal delay 
number selected is that which minimizes the AIC 
criterion for an AR (p) model. For a seasonal series, 
the value P = 1 is used by default, as the parameter p 
is chosen after the seasonal adjustment of the series. 

The chosen model by using the neural network 
pacage is: 

 

We have defined fours outputs for the NAR model 
and then adequate number of nodes in the hidden 
layer is 2.  

NAR has minimized the sigma² estimated, which is 
inferior to the one estimated for the seasonal ARIMA 
model. 

Let’s see how the NAR model has predicted the 20 
next values of our data series. 

 

 Fig. 8 The NAR forecasting  

 

Finally the comparison between the fitted values of 
the NAR model and original data: 

 

 Fig. 9 The graphical comparison of NAR model and original 

data 

The graph shows visually the quality of the 
identified NAR model. The fitted values of the model 
follow perfectly all the components of the original data, 
The learning process of the NAR model allows better 
understanding of the times series characteristics. All 
the components are well presented. This is the power 
of the non linear method and the machine learning 
algorithms. 

C. Hybrid ARIMA-ANN Forecasting 

Firstly, we have to create the architecture of model. The 
process passes in two stages. In the first stage, the ARIMA 
model is used to capture the linear component. Let denote 
the residual of the ARIMA model at time t, then:  

et = yt - Lt 

 

where, the Lt is the forecasting value at time t which 
is obtained by ARIMA model.  

Then in the second stage, nonlinear relationships 
can be discovered by modeling residuals using ANN,. 
With n input nodes, the ANN model for the residuals 
will be:  

 
  et = f(et-1 , et-2 ,…, et-n ) + εt    Nt = f(et-1, et-2,…, et-n ) 
 
where, f is a nonlinear function determined by the ANN 
model, Nt is the forecasting value at time t which is 
obtained by ANN model and εt is the random error.  
The combined forecast will be:  
 
                                     yt = Lt + Nt 
 

We use a neural network with two computational 
layers regarding the elevate number of variables and 
observations, to allow the ANN assimilate the relation 
between the inputs and the hidden layer also between 
the hidden and the output layer. 

We have 19 co-variables, which are the explicative 
variables retained in the logistic regression. The 
activation function is the sigmoid (Tangent hyperbolic) 
and the error function is the Sum Squared Error that 
we want to minimize. 
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 Fig. 10 The architecture of hybrid ARIMA-ANN model  

The architecture above shows a higher number of 
links between the co-variables and the hidden layer 
that contains three neurons. The hidden layer is also 
linked to the output via 3 links plus the bias unit that 
represents the constant of the model. 

In the hidden layer is calculated the linear 
combination between vector of input and weights, this 
combination will be transformed using the tangent 
hyperbolic .  

The following table represents the synaptic weights 
of the artificial neural network. These weights have no 
interpretations. The ultimate objective of these weights 
is to minimize the Mean Square Error, which is still 
among the limitations of the artificial neural network. 

 

 Fig. 11 The synaptic weights of the hybrid model  

 

 Fig. 12 The comparison of hybrid ARIMA-ANN model and 

original data 

The hybrid ARIMA-ANN fit perfectly the time series.  
All the component are well-presented and the error 
between the fits and real data tend to be null. 

V. MEASURES OF ACCURACY 

In this section we will use the predictive capabilities 
of three models, comparing with each other. The 
performance indicators are: RMSE, MAE, MPE, 
MAPE, and U of Theil statistics.  

 

 Fig. 13 The performance of three models  

The hybrid method shows better results for all 
indicators and with significant difference. 

The value of the Statistics U of Theil is: 

𝑼 = √
∑ (

𝒑𝒓𝒊+𝟏 − 𝒑𝒓𝒆𝒗𝒑𝒓𝒊+𝟏
𝒑𝒓𝒊

)²𝒏−𝟏
𝒊=𝟏

∑ (
𝒑𝒓𝒊+𝟏 − 𝒑𝒓

𝒑𝒓𝒊
)²𝒏−𝟏

𝒊=𝟏

 

 

 Fig. 14 The value of Statistics U of Theil for three models 

 The value of the Statistics U is inferior to 1, which 
means an excellent precision of the forecasts obtained 
by our hybrid model. Consequently and basically, the 
hybrid model is superior to a naive method not 
requiring advanced statistical knowledge. 

VI. CONCLUSIONS 

Based on the data by the respective years, 
obtained by the official website of the Bank of Albania, 
we conclude the USD/ALL exchange rate has a 
decreasing part from 2000 to 2005, and second one 
globally slightly increasing from 2005 to 2015. We 
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concluded that this time series is not stationary, but a 
difference is enough to transform it in a stationary 
series, called the first order integral I(1).   

We presented three models of our series, ARIMA, 
NAR and ARIMA-ANN. The hybrid model was 
proposed in order to improve forecasting accuracy. 
According to the fitting and prediction accuracy, the 
empirical analysis shows that hybrid model has the 
best results. It produced outstanding results than its 
components, ARIMA and ANN.  

Thus, combining a linear and non-linear model is 
an effective way to obtain more accurate results for 
exchange rate series forecasting. 
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