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Abstract—The job shop scheduling problem is one of the most important in manufacturing planning. It is one of the most difficult NP-hard and combinatorial problems. In the past, the exact methods are guaranteed to find the optimal solution for small problems but they are useless for large problems. Recently, the approximation methods are used as an alternative to the exact methods for solving NP-hard problems. In this paper, a proposed bat algorithm is introduced to solve the job shop scheduling problem. Based on ten benchmark problems, results demonstrate that the proposed algorithm gives better results than the particle swarm algorithm in both convergence speed and accuracy.
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I. INTRODUCTION

Scheduling problems are one of the most important problems in the field of combinatorial optimization and their applications in various engineering and manufacturing industries [1].

Scheduling is defined as the process of assigning a set of tasks to resources over a period of time or it may be defined as the allocation of resources over time to perform a collection of tasks.

The Job Shop Scheduling Problem (JSSP) is one of the most popular and generalized production systems, which are hard to solve thanks to their non-polynomial hard nature.

There are three major kinds of the feasible schedule; they are semi-active, active and non-delay. The semi-active schedule is the schedule, where it is not possible to schedule the operation earlier without changing the sequence in which they are entering the machine. The active schedule is the schedule, where is not possible to create the schedule by changing the order of the operation by starting the operation earlier without delaying other one. This schedule generation is the most used in the optimization because the optimal schedule is always the active one same as the Semi-Active and in the same times it is the subset of the semi-active schedules. So it gives us much smaller searching the neighborhood to search than the Semi-Active ones.

The last mentioned schedule generation is non-Delay, which is the subset of the active schedules (see Fig. 1). In this schedule no machine is idle (without assigning job), when the operation is available [2]. The Job Shop Scheduling Problem is one of the most important industrial activities, especially in manufacturing planning.

Fig. 1 Schedule generation map [1].

SA – Semi-Active schedules; A - Active schedules; ND – Non-Delay schedules

It is one of the most difficult NP-hard and combinatorial problems. In the past, numeration studies showed that exact methods are guaranteed to find the optimal solution for small problems but they are useless for large problems. Recently, the approximation methods are used as an alternative to the exact methods for solving NP-hard problems. The approximation methods are classified as heuristics and meta-heuristics.

In recent years, using meta-heuristic methods to solve JSSP has been growing rapidly, such as Genetic algorithms (GA) are proposed for solving JSSP as in [3-7], Ant Colony Optimization (ACO) is presented to minimize makespan for JSSP as in [8-12], Particle Swarm Optimization (PSO) is proposed as in [13-16], Tabu Search (TS) is used for solving JSSP as in [17-19], Simulated Annealing (SA) is presented as in [20-23], hybrid PSO is presented as in [24], hybird GA is as in [25] and hybrid swarm intelligence algorithms as [26].

Bat Algorithm (BA) was proposed by Yang (2010). It is a new meta-heuristic optimization algorithm observing and searching for the prey of the bats. The advantage of BA is that it can provide very quick convergence at a very initial stage by switching from exploration to exploitation[27]. It is potentially more powerful than PSO and GA. The primary reason in using BA is a good combination of major advantages of these algorithms in some way. Moreover, PSO is the special case of the BA under appropriate simplifications.

In this paper, BA is applied to solve the JSSP. The optimal JSSP solution should be an active schedule, thus, developed Giffler and Thompson’s heuristic is applied to decode a bat position into a schedule.

This paper is structured as follows. In Section II, presents “Methodology”. In Section A introduces “Job Shop Scheduling Problem Formulation”. In Section B, introduces “The Bat Algorithm”. In Section C,
introduces “Priority-based representation”. In section D, introduces “Giffler and Thompson Algorithm”. In section III, presents “Proposed Bat Algorithm for Job Shop Scheduling Problem”. In Section IV, the proposed bat algorithm is tested on Fisher and Thompson (1963) and Lawrence (1984) test problems. Finally, conclusion is given in Section V.

II- METHODOLOGY

A. Job Shop Scheduling Problem Formulation

JSSP is defined as following: - There are a job set \( J = \{J_1, J_2, \ldots, J_n\} \) and a machine set \( M = \{M_1, M_2, \ldots, M_m\} \). Each job, \( J_m \), must be preformed through \( m \) machines to complete its work. Each job comprises of a set of operations, and the operation order for the machines is predefined. Each operation uses one of machines to complete its work for a fixed time interval. Once an operation is processed on a given machine, it cannot be interrupted before it finishes the procedure. The sequence of the operations of a job should be predetermined and may be different for any job. Each job has a sequence of operations. Each machine can process only one operation during the time interval. The objective of the JSSP is to find an appropriate schedule. A good schedule is a suitable operation planning for all jobs that can minimize the makespan or one that minimizes the idle time of machines [28].

The makespan is denoted as \( C_{\text{max}} \). It is the maximum total completion time of the latest operation in the schedule of \( n \times m \) operations.

The general job shop scheduling mathematical model as presented in [29].The detail of machine availability constraint and variable are presented as follows:

Let \( t_{i,j} \) be start time of job \( j \) that is performed on the machine \( i \).

Let \( f_{i,j} \) be finish time of job \( j \) that is performed on machine \( i \).

Let \( p_{i,j} \) be processing time of job \( j \) that is performed on machine \( i \).

Let \( C_{\text{max}} \) be makespan (finish time of latest job).

The objective of the problem is to minimize makespan. The mathematical model of JSSP without machine availability constraint is shown below.

\[
\begin{align*}
\text{Min} & \quad C_{\text{max}} \\
\text{St.} & \quad t_{i,j} - t_{i,j} \geq p_{i,j} \quad (2) \\
& \quad C_{\text{max}} - t_{i,k} \geq p_{i,j} \quad (3) \\
& \quad t_{i,k} - t_{i,k} \geq p_{i,k} \quad (4) \\
& \quad t_{i,k} \geq 0 \quad (5)
\end{align*}
\]

To make sure that the next step on machine \( h \) of job \( j \) starts after finish time of the step on machine \( i \) of job \( j \), equation 2 is employed. Next, equation 3 ensures that \( C_{\text{max}} \) must be more than finish time of the last job. Equation 4 is used for sequencing jobs on the machines. This equation means that only one job can be processed only one machine at a time. By using equation 5, the start time of processes is non-negative.

B. Bat Algorithm

BA is an evolutionary algorithm introduced by Yang. Three major characteristics of the microbat are employed to construct the basic structure of BA.

The used approximate and the idealized rules in Yang’s method are listed as follows [27]:

- Most of the species of the bat utilize the echolocation to detect their prey, but not all species of the bat do the same thing. However, the micro bat is a famous example of extensively using the echolocation. Hence, the first characteristic is the echolocation behavior.

- The second characteristic is the frequency that the micro bat sends a fixed frequency \( Q_{\text{min}} \) with a variable wavelength \( \lambda \) and the loudness \( A_0 \) to search for prey.

- There are many ways to adjust the loudness. For simplicity, the loudness is assumed to be varied from a positive large \( A_0 \) to a minimum constant value, which is denoted by Amin. In Yang’s method, the movement of the virtual bat is simulated by Eq. (1) – Eq. (3):

\[
\begin{align*}
Q_i &= Q_{\text{min}} + (Q_{\text{max}} - Q_{\text{min}}) \times \beta \\
v_i^t &= v_i^{t-1} + (x_i^t - x_{\text{best}}) \times Q_i \\
x_i^t &= x_i^{t-1} + v_i^t
\end{align*}
\]

Where \( \langle Q \rangle \) is the frequency used by the bat seeking for its prey, the suffixes, min and max, represent the minimum and maximum value, respectively. \( x_i \) denotes the location of the \( i \)th bat in the solution space, \( v_i \) represents the velocity of the bat, \( \beta \) indicates the current iteration, \( \beta \) is a random vector, which is drawn from a uniform distribution, and \( \beta \in [0, 1] \) and \( x_{\text{best}} \) indicates the global near best solution found so far over the whole population.

In addition, the rate of the pulse emission from the bat is also taken to be one of the roles in the process. The pulse emission rate is denoted by the symbol \( r_i \), and \( r_i \) \( \in [0, 1] \) where the suffix \( i \) indicates the \( i \)th bat. In every iteration, a random number is generated and is compared with \( r_i \). If the random number is greater than \( r_i \), a local search strategy, namely, random walk, is detonated. A new solution for the bat is generated by Eq. (4):

\[
x_{\text{new}} = x_{\text{old}} + \varepsilon \overline{A}^t
\]

Where \( \varepsilon \) is a random number and \( \varepsilon \in [-1, 1] \) and \( \overline{A}^t \) represents the average loudness of all bats at the current time step. After updating the positions of the bats, the loudness \( A_i \) and the pulse emission rate \( r_i \) are also updated only when the global near best solution is updated and the random generated number is smaller than \( r_i \). The update of \( A_i \) and \( r_i \) are operated by Eq. (5) and Eq. (6):

---
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Algorithm 1. Pseudo code of the BA [27]

1. Objective function: \( f(x) = (x_1, ..., x_d) \)
2. Initialize bat population \( x_i \) and velocity \( v_i, i = 1, 2, ..., n \)
3. Define frequency \( Q_i \) at \( x_i \)
4. Initialize pulse emission rate \( r_i \) and loudness \( A_i \)
5. While \( (t \leq \text{maximum number of iterations}) \)
6. Generate new solutions by adjusting frequency, and updating velocities and location/solutions.
7. If \( (\text{rand} > r_i) \)
8. Select a solution among the best solutions
9. Generate a local solution around the selected best solution
10. End If
11. If \( (\text{rand} \leq A_i \text{ and } f(x_i) < f(x^*)) \)
12. Accept new solutions
13. Increase \( r_i \) reduce \( A_i \)
14. End If
15. Ranks the bats and find current best \( x^* \)
16. End While
17. Display results.

C. Priority-based Representation

When the BA is applied (i.e., the bats search solutions in a continuous solution space), each value of a bat position represents the associated operation priority. For an n-job m-machine problem, we can represent the bat k position by an \( m \times n \) matrix, i.e.

\[
X^k = \begin{bmatrix}
  x_{11}^k & x_{12}^k & \cdots & x_{1n}^k \\
  x_{21}^k & x_{22}^k & \cdots & x_{2n}^k \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{m1}^k & x_{m2}^k & \cdots & x_{mn}^k
\end{bmatrix}
\]

where \( x_{ij}^k \) denotes the priority of operation \( o_j \) and \( o_i \) is the operation of job \( j \) that needs to be processed on machine \( i \).

D. Giffler and Thompson Algorithm

A bat position can be mapped (or decoded) into an active schedule using Giffler and Thompson’s heuristic. The Giffler and Thompson (G&T) algorithm is described as follows [30]:

Notation:
3. **Evaluation**: Evaluate the value of fitness function (makespan) using Giffler and Thompson algorithm.

4. **Update**: Update the velocity and bat positions using Eqs. (1), (2) and (3).

5. **Generate a local solution**: Generate a local solution around the selected best solution if the generated random number is greater than \( r_i \) using Eq. (4).

6. **Repeat step 3**.

7. **Update Process of Loudness and Pulse Emission Rate**:

   Loudness \((A_i)\) and pulse emission rate \((r_i)\) must be updated using Eqs. (5) and (6) only if the global best solution is updated and the randomly generated number is smaller than \( A_i \).

8. **Swap operator**

   Swap operator is choosing two different positions from a job permutation randomly and swap them.

9. **Termination**: Repeat Step 2 to Step 9 until the predefined value of the fitness function is achieved or the maximum number of iterations has been reached. Record the best value of the fitness function and the best bat position among all the bats.

**IV- COMPUTATIONAL RESULTS**

The PBA were tested on (FT06, FT10, and FT20) [31], (LA01 to LA07) [32]. These problems are available on the OR-Library web site [33]. Algorithms are tested with 30 independent runs; the number of individual (bat) in population is fixed to 30. Maximum iterations for the priority-based IBA is set 500 for each run. Qmin is 0 and Qmax is 1 while \( \alpha \) and \( \gamma \) are 0.9 for bat algorithm. The proposed algorithm is compared with the priority-based PSO (D.Y. Sha & Cheng-Yu Hsu, 2006). The computational results of FT and LA test problems are shown in Table 1. Table 1 includes (size of each problem, Best Known Solution (BKS) and (best solution, average and Relative Percentage Error (RPE) for each method)).

\[
RPE = \frac{\text{best} - \text{BKS}}{\text{BKS}} \times 100
\]

<table>
<thead>
<tr>
<th>problem</th>
<th>Size (n*m)</th>
<th>BKS</th>
<th><strong>PSO-priority based</strong></th>
<th><strong>PBA-priority based</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>best</td>
<td>Average</td>
</tr>
<tr>
<td>1</td>
<td>FT06</td>
<td>6*6</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>FT10</td>
<td>10*10</td>
<td>930</td>
<td>1007</td>
</tr>
<tr>
<td>3</td>
<td>FT20</td>
<td>20*5</td>
<td>1165</td>
<td>1242</td>
</tr>
<tr>
<td>4</td>
<td>La01</td>
<td>10*5</td>
<td>666</td>
<td>681</td>
</tr>
<tr>
<td>5</td>
<td>La02</td>
<td>10*5</td>
<td>655</td>
<td>694</td>
</tr>
<tr>
<td>6</td>
<td>La03</td>
<td>10*5</td>
<td>597</td>
<td>633</td>
</tr>
<tr>
<td>7</td>
<td>La04</td>
<td>10*5</td>
<td>590</td>
<td>611</td>
</tr>
<tr>
<td>8</td>
<td>La05</td>
<td>10*5</td>
<td>593</td>
<td>593</td>
</tr>
<tr>
<td>9</td>
<td>La06</td>
<td>15*5</td>
<td>926</td>
<td>926</td>
</tr>
<tr>
<td>10</td>
<td>La07</td>
<td>15*5</td>
<td>890</td>
<td>890</td>
</tr>
</tbody>
</table>

The comparison is based on the results for the problems of Fisher and Thompson shown in Table 1 and Fig. 2. It can be observed that two algorithms generated the best known solution for the FT06 problem. For the remaining two problems (FT10 and FT20) from first type of bench mark problems, that two algorithms do not give the best known solution. But PBA gives result better than PSO in two problems. Next comparison is based on the Lawrence problems. PBA is able to find the best known solution (BKS) for
four problems (La01, La05, La06 and La07) out of 7. PBA is able to find the results are better than PSO in three problems (La02, La03, and La04).

Comparison between PSO and PBA is shown in Fig. 2. Relative percent error (RPE) for both the IBA and PSO algorithms is zero for problems (Ft06, La05, La06 and La07) since both the algorithms are able to find the best known solutions for the 4 problems. IBA gives better REP for problems (Ft10, Ft20, La01, La02, La03, and La04) as compared to those given by PSO method.

V- CONCLUSION

The improved bat algorithm is given for solving job shop scheduling problem. The performance of IBA algorithm is evaluated in comparison with the results obtained from other authors’ algorithm for a number of benchmark instances. The proposed algorithm is very effective and efficient. It can find optima for a set of test instances, and running time is less than another algorithm.

BA can be applied to many optimization problems. These results indicate that the proposed algorithm is an attractive alternative for solving the job shop scheduling problem and other optimization problems. Because BA was originally proposed for continuous optimization problems, new attempt has been made by using priority based representation to be suitable for solving discrete optimization.
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