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Abstract—There are various interference sources in the environment of high frequency surface wave radar (HFSWR) which limit detection of small targets. In the work presented here, single-sensor AR-GC-GLR detector examined for actual sea clutter gathered by a HFSWR. Using simulation and practical measurements, the performance of this detector will be proposed. Findings show that the performance of detection will improve by fewer numbers of the interference samples. This dependency is more than ground clutter with sparse plant coverage, which is considered at AR-GC-GLR detector.
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I. INTRODUCTION

HFSWR which operates at 3-15MHz, has the ability to detect and track surface and airborne targets in real time and over the horizon by surface wave propagation in addition to normal line-of-sight propagation at the distance of up to 300Km [1, 2]. HFSWR is classified into onshore and ship borne HFSWR but we didn’t address the later type of HFSWR.

Signal detection is an important component in HFSWR designing. The detection performance is limited by presence of clutter and interference signals that are not stationary. Also, at the S-band (2-4GHz) marine radar, the size of range cells are in meters order and targets such as ships, take several cells of this magnitude, so that the signal to clutter ratio (SCR) can attain suitable value. However, with HFSWR, taking the several hundred ranges and broad beam width into account, the long pulse width is used to obtain the desired gain. Typical size of range cell in HFSWR is 1.5 to 4-5km. So, the SCR is too small to detect targets. In addition, the detection of low speed targets whose Doppler frequency of them is close to Bragg lines of sea clutter, is too difficult.

Several attempts have been made to overcome mentioned problems. It is effectiveness to use adaptive processing in these conditions. Abramovich et al. [3, 4] considered spatio-temporal adaptive array processing in OTHR (over-the horizon radar) and airborne radar applications to remove non-stationary multipath interference (hot clutter). He used “stochastic constraints” to achieve effective hot clutter suppression while maintaining distortionless output cold clutter (sea/terrain signal) post processing stationary. Fabrizio et al. [5] proposed a computationally effective TV (time-varying) fast-time STAP (space-time adaptive processing) algorithm that can effectively cancel hot clutter during the CPI (coherent processing interval) while simultaneously preserving the Doppler spectrum characteristics of cold clutter. Fabrizio et al. [6] focused on HFSWR and presented an adaptive beamformer that effectively suppresses non-stationary interference without degrading SCV (sub-clutter visibility). Saleh [7] studied the use of STAP algorithms [8 - 11] and applied them to HFSWR.

In addition, Ravan et al. [12] addressed the detection of small vessels in the presence of highly nonhomogeneous sea clutter based on developed FFA (fast fully adaptive) approach that is two-stage STAP algorithm. In [13, 14] attempted to prove JDL (Joint Domain Localized) to be effective algorithm for ionospheric clutter suppression for HFSWR.

For detecting weak targets masked by nonhomogeneous ionospheric clutter, Zheng et al. [15] used an algorithm based on angle-Doppler joint eigenvector which considers the angle-Doppler map of radar echoes is adopted to analyze the characteristics of the nonhomogeneous ionospheric clutter.

Another approach is using detection theory and Fabrizio et al. [16] proposed a GLRT (generalized likelihood ratio test) based adaptive Doppler processing method for ship detection with short CPI in HFSWR. It possess the valuable CFAR (constant false alarm rate) property invariant and has distinct advantages over the ACE (adaptive coherence estimator) [18] and ASD (adaptive subspace detector) [20] for HFSWR.

Sheikhi et al. [19] modeled the interference with AR (Auto-Regressive) process proposed for single-sensor radar. Moniri et al. [20] extended to multi-channel and called it as "M-AR-GC-GLR" (Multi channel Auto-Regressive Gaussian spectrum Generalized Likelihood Ratio). In the case of single-sensor and considering Gaussian shape for correlation function of interference, Moniri et al. [21] presented "AR-GC-GLR" detector for airborne radar to detect targets with known Doppler and unknown complex amplitude in the complex
The GLR theory can then be expressed as:

\[ \lambda = \frac{\hat{\alpha}_0 \hat{\alpha}_m^*}{\hat{\sigma}_a^2} + \hat{\lambda} \]

for \( k = 1, 2 \ldots K \).

II. AR-GC-GLR

All notations used are the same [21]. We assume that the discrete complex process \( y(k) \) received by a single-sensor pulsed radar system. Thus, the detection problem is given by:

\[ h_0 \begin{bmatrix} y(0) + g(0) \\ \vdots \\ y(n) + g(n) \end{bmatrix} = 0 \quad (k = 1, \ldots, K) \]

(1)

so, \( y(k) \) is a complex \( N \)-dimensional vector (corresponding to N-pulse train) and \( y(0) \) represents the primary data received from the cell under test for absence of the \( H_0 \) hypothesis. For \( H_1 \) hypothesis the target signal \( S \) is added. For \( k = 1, 2, \ldots, K \) they are secondary data which are iid and include no target for both hypothesis. \( S \) is also a complex \( N \)-dimensional vector which denotes the target signal and is given by:

\[ S = [s_1, s_2, \ldots, s_N]^T = \begin{bmatrix} e^{i\Omega_1} & \cdots & e^{i(N-1)\Omega_1} \end{bmatrix} \]

where \( T \) stands for transpose. This vector corresponds to a target whose Doppler is \( \Omega \), which is assumed to be known. \( \alpha \) is an unknown complex amplitude of reflected signal from the target. \( n(k) \) is also a complex \( N \)-dimensional vector denoting the clutter:

\[ n(k) = [n_{k,1}, n_{k,2}, \ldots, n_{k,N}]^T \]

(3)

which is assumed to be an Auto-Regressive (AR) process of order \( M \) with parameters \( \tilde{a} \) and \( \sigma_n^2 \), \( \lambda = [\tilde{a}; \sigma_n^2] \). \( \sigma_n^2 \) is variance of zero-mean discrete complex white Gaussian noise and \( \tilde{a} = [a_1 a_2 \ldots a_M] \) is the AR parameter vector. We assume that \( \tilde{a} \) and \( \sigma_n^2 \) are also unknown but \( \tilde{a} \) can be expressed in terms of other unknown parameters. We use Gaussian correlation function

\[ R(l) = \sigma^2 (\lambda)^l \]

(4)

which is suitable model for our measurements.

The quantity \( \lambda \) is defined as temporal correlation parameter, which provides a measure for the correlation between samples of the process and is a real parameter such that \( \lambda \in [0,1] \). Now, the Yule-Walker equations can be used to determine the AR coefficients of the process. For second order (\( M=2 \)) AR process \( \tilde{a}(\lambda) \) is given by:

\[ \tilde{a}(\lambda) = \begin{bmatrix} \lambda (\hat{\lambda}^2 + 1) \\ -\lambda \hat{\lambda} \end{bmatrix} \]

(5)

that is suitable model for our measurements.

\[ \sigma^2 = \frac{\sigma_n^2}{1-\lambda^2 - \hat{\lambda}^2 + \hat{\lambda}^2} \]

(6)

Now, we discuss the detection problem which is expressed as Eq. (1). The GLR theory can then be applied here. The resulting detector compares the likelihood ratio, \( L_{\text{GLR}} \), with a threshold \( \eta \).

\[ L_{\text{GLR}} = \max_{\sigma_0^2} \max_{\lambda} f_y(y(0), y(1), \ldots, y(K) | H_1, \sigma_0^2, \lambda, \alpha) \]

(7)

Since \( n(k) \) is assumed to be Gaussian, we have:

\[ f_1 = f_k \{ y(0), y(1), \ldots, y(K) | H_1, \sigma_0^2, \lambda, \alpha \} \]

(8)

where \( x_{0,n} = y_{0,n} - \alpha s_n \) and \( x_{k,n} = y_{k,n} \) for \( k = 1, 2 \ldots K \) and for \( f_k \) we have:

\[ f_k = f_k \{ y(0), y(1), \ldots, y(K) | H_1, \sigma_0^2, \lambda, \alpha = 0 \} \]

(9)

By using Eq. (8) and Eq. (9) in Eq. (7), the detector is derived and given by:

\[ \ln L_{\text{GLR}} = N(K+1) \ln \tilde{b}_i \ln \tilde{b}_m | \eta \]

(10)

where:

\[ \tilde{\sigma}_a^2 = \frac{1}{N(K+1)} \{ Y a \tilde{\alpha}_i | Y a \tilde{\alpha}_i \} \]

(11)

\[ \tilde{\beta}_a = 1 \frac{1}{N(K+1)} \{ Y a \tilde{\alpha}_i | Y a \tilde{\alpha}_i \} \]

(12)

On the other hand:

\[ \tilde{\sigma}_a^2 = \frac{1}{N(K+1)} \{ Y' a \tilde{\alpha}_i | Y' a \tilde{\alpha}_i \} \]

(13)
\[
Y_i = [Y_0, Y_1, \ldots, Y_k, Y_{k+1}] - H Y_k
\]
\[
u_i = [u_0, u_1, \ldots, u_k, u_{k+1}] - H u_k
\]

where \( Y_i \) and \( u_i \) are defined in Eq. (12) and \( H \) is defined as:

\[
H = I - \frac{\varphi}{\varphi^T}\varphi
\]

which is the projection matrix of the null space of \( \varphi \).

The structure of detector is shown in Fig.1.

**III. EXPERIMENTAL RESULTS**

The sea clutter can be modeled with AR process in order of 2 [5]. We apply the AR-GC-GLR detector for sea clutter that is gathered by an HFSWR. This is a phased array radar and operates at lower half of the HF band. The sampling frequency is 5Hz.

Fig.2 demonstrates a comparison with Kelly's GLR and AR-GLR (\( \lambda=0.9 \)) [21].

Fig.3 illustrates the improvement of the detection performance by increasing the temporal correlation parameter (\( \lambda \)) that is because of the chance of the detector to have a better estimation of the clutter behaviors when we have more correlation in our samples. Fig.4 shows the results with real sea clutter data. \( \lambda=0.98 \), the performance of the detector (i.e. \( P_d \)) is approximately 1.
Fig. 5 and Fig. 6 show the AR-GC-GLR performance in comparison with AR-GLR against measured clutters. The measured clutter is a result of several measurements on the clutter by an X band radar with pulse duration of 300ns for 15000 samples in each experiment [21]. We did this investigation with real sea clutter measured by HFSWR and shown in Fig. 7. As it can be seen, there is significant correlation between the samples of sea clutter that is similar to Ground sparse plant coverage clutter. At both Fig. 5 and Fig. 7 the performance of detector is very close to 1.

Fig. 5: Comparison against AR-GLR: Ground sparse plant coverage, Range 2750 meters [21]

Fig. 6: Comparison against AR-GLR: Rain Clutter, Range 320 meters [21]

The dependency of the detection performance to the secondary data is depicted in Fig. 8. The performance is improved as more secondary data used. As shown in Fig. 9 for real sea clutter data, when the number of secondary data increases, we observe different result and the performance of detector is degraded.

Fig. 8: $P_d$ versus $P_{fa}$ for various number of secondary data (computer simulation)
IV. CONCLUSION

We applied the AR-GC-GLR detector, considering one sensor of HFSWR and examined its performance through computer simulations, as well as real data clutter.

It seemed like that the temporal correlation of sea clutter samples was considerably higher than the ground clutter with sparse plant and rain clutter that was considered in [10] and caused improvement to the performance of AR-GC-GLR detector. In HFSWR applications, numerous secondary data lead to degradation of performance of detector. With large range cells at HFSWR, by the increase in the number of secondary data, we may meet the edge of clutter, or stormy weather or a ship that may destroy the uniform structure of the clutter. Also, when considering one sensor of antenna, with respect to large range cells, we may meet a ring of clutter that the sea waves may develop positive Doppler at part of this ring, while another having negative or zero Doppler at other parts. Hence the uniform structure of the clutter may be destroyed. But we tend to consider a uniform structure for the clutter. As a result, the CFAR property of detector will be lost. There is no real single channel of HFSWR. So, it is suggested that the multi-channel version of this algorithm is studied with HFSWR.

ACKNOWLEDGMENT

The authors are thankful to JMEST Journal for the support to develop this document.

REFERENCES


