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Abstract— Artificial neural network (ANN) may 
achieve successful classification value, but 
obtained results sometimes can be unintelligible 
and may not be interpreted. In literature, different 
rule extraction methods from trained ANN are 
applied to overcome this problem. This study 
presented a new method of extraction correct and 
intelligible rules from Trained ANN using variable 
neighbourhood search (VNS) metaheuristic 
method. Since the VNS method is independent 
from the ANN, it does not modify the results of 
ANN. Real time Wisconsin Breast Cancer (WBC) 
data was examined for determining the feasibility 
of the suggested method. The VNS method was 
used to obtain the best fitness values belong to 
input attributes, Id, which was maximized the 
fitness function Sr of output node r. The suggested 
method was the computational evaluated on 
investigated data sets and obtained results from 
the suggested approach indicated that had a 
potential to produce accurately and cored rules. 
The proposed method obtained accuracy value 
98.97% for WBC dataset. 
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I. INTRODUCTION  

Breast cancer is a malignant tumour that develops 
from breast tissue. Some clinical risk factors for 
improving breast cancer include females, obesity, 
inactivity, alcohol, radiation, menstruation at early age, 
old age, and genetic, etc. [1]. 

Any study with regard extraction rules from TANN 
using VNS has not been observed in literature 
searches. This paper was focused on the rule extraction 
from previously trained ANN using VNS. ANN used in 
the study was trained using activation function. 

There are different studies improved for the rules 
extraction from ANN. Zhang et al. proposed a method 

to extract rules extraction from a GA-pruned ANN, 
which is called RulExt algorithm [2]. Fukumi and 
Akamatsu developed a method to extract rules from 
TANN using the evolutionary algorithms (EA) that had a 
deterministic mutation [3]. Zhenya et al. suggested rules 
extraction from fuzzy neural network using particle 
swarm optimization [4]. Dorado et al. proposed a rule 
extraction from ANN using genetic algorithm 
programming [5]. Elalfi et al. presented an approach for 
extraction correct and intelligible rules from trained ANN 
using a genetic algorithm [6]. Tokinaga et al. presented 
extraction methods using the genetic programming 
(GP) technique to generate smart and descriptive 
assessment systems [7]. Hruschka et al. proposed a 
clustering method to extract rules from ANN for the 
problem of classification [8]. Kahramanlı and Allahverdi 
developed a technique for rules extraction from ANN 
using artificial immune systems (AIS) [9]. Özbakır et al. 
presented TACO algorithm to extract rules from TANN 
[10]. Özbakır and Delice developed binary particle 
swarm optimization (BPSO) method for extracting rule 
from TANN [11]. Kasiri et al. suggested a fuzzy 
extracting rule method from TANN using genetic 
algorithm for check and parameter forecast [12]. 
Marghny developed extracting rules for TANN using 
genetic algorithms [13]. ElAlami proposed destructive 
technique for extracting rule from a trained ANN [14]. 
Kamruzzaman et al. presented a method to extract rules 
from TANN [15]. 

Rule extraction from TANN is an important inference 
technique to interpret results. A rule is generally 
represented by a structure as “if … then …”. An 
important disadvantage of many ANN is their lacking 
explanation ability [16]. Since ANN has been 
successfully used in many studies, their outcomes 
incomprehensible, the knowledge dispersed state over 
the activation functions and the connections between 
neurons [17]. Keedwell et al., suggested a method to 
extract rules from TANN using genetic algorithm [22].  
As a result, researchers are interested in improving 
accuracy and comprehensible representation by rules 
extraction from TANN to solve this problem.  
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The work was arranged as follows: In Section 2, 
materials and methods method was explained. In 
Section 3, experimental study was presented. In 
Section 4, evaluations of the study were described. In 
Section 5, conclusions were presented. 

II. MODEL 

A. Artificial Neural Network (ANN) 

ANN is an experimental method inspired by neural 
networks contained within the brain and a very popular 
method used in classification problems. In this study, 
the backpropagation algorithm was preferred to TANN. 
The architecture of ANN with one hidden layers 
indicated in Figure 1. ANN consists of an input, an 
output and at least one hidden layers that were 
weighted interconnected with each other. The number 
of nodes in the input and output layers are determined 
according to the problems. In this study, the ANN was 
trained using the binary coded vectors belonging to 
input features and output classes, as input and output 
desired dataset respectively. The training process of 
ANN was continued until the desired output value was 
reached. 

 
Fig. 1. The ANN structure. 

 

Once training process was completed, two weight 
vectors were obtained. W1m,n is the weight vector 
between input and hidden layers’ nodes, and W2n,r is 
the weight vector between hidden and output layers. 
Also sigmoid function was preferred as activation 
function in hidden and output layers’ nodes. Using 
W1m,n and W2n,r weight vectors, the value of the rth 
output node Sr was provided by; 

𝑆r = {
1

1+ 𝑒

−[∑ (𝑊2)n,r
1

1+𝑒
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Where M, N and R are the number of input, hidden 
and output layers’ nodes. θn is threshold for nth neuron 
of hidden layer. The nonlinear exponential function, Sr 
is the fitness function of VNS based on the sigmoid 
function. 

The maximum achievable value of this function is 1. 
Finally, it was required to achieve the input vector that 
maximizes the function Sr for rules extraction from 

TANN [6]. The encoded best values were used to 
obtain a rule of classr; 
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(2) 

im= 0 or 1 
 

B. Variable Neighborhood Search (VNS) 

VNS is a method that was developed to solve 
optimization problems which were based on the 
exchange of neighborhood structures in a local search 
process [19]. 

The VNS starts operating on a starting values x and 
a series of neighborhoods Nk, (k=1,2,…,kmax). During 
each iteration, a random value x´ is calculated 
according to the kth neighborhood, Nk(x). Later, a local 
search method is implemented to achieve a second 
value x´´ from the value x´. If the value x´´ is better than 
the starting value x, the x´´ value is updated and the 
transaction continues with the first neighborhood N1(x), 
otherwise the operations are repeated taking into 
account the next neighborhood, Nk+1. The obtained final 
value to the process found would be a local best value 
according all neighborhood values of the VNS [20].  

Pseudo code of the basic VNS algorithm is given 
bellow; 

1. Initialization. Determine the series of 
neighborhoods structures Nk, for (k=1,…,kmax), that will 
be used in the VNS; build an starting values x; select a 
stopping criteria; 

2. Repeat the below process steps until the 
stopping criteria is provided: 

a. Assign the value, k =1; 

b. Repeat the below process steps until k = kmax; 

i. Generate a random solution x´ from the 
kth neighborhood of x (x´ ϵ Nk(x)); 

ii. If this solution is better than the current 
starting value, x=x´, and continue the 
search with the first neighborhood N1 
(k= 1), otherwise, assign the value k=k 
+1. 
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Table. I.  WBC dataset 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

C. The Dataset 

The WBC dataset obtained from UCI Machine 
Learning Repository was used to extract rules from 
trained ANNs [21]. This dataset with two classes 
consisted of 699 instances and contained 9 attributes. 
There were 16 missing values in attributes, which were 
discarded from dataset and remaining 683 cases were 
used. The ID number (A1, A2…, A9), name, data type 
(continuous/categorical) of attributes in WBC dataset 
as well as the number of binary variables and 
subintervals of attributes are shown in Table 1. For the 
sub-ranges, were performed Simple Partition and 
Simple Binning methods using Weka 3.7 software. 

The values of categorical attributes were converted 
into binary-coded values that are shown in Tab. 2 to 
present ANN’s input layer. Following methods were 
used for coding in binary format of the dataset [6]. 

It was assumed that the data set contained the Z 
attributes. Each attribute of the dataset, Az (z = 1, 
2,...,Z), was encoded into dz length binary sub-string as 

{i1, i2,…, 𝑖dz}. If attribute Az belongs to sub-string {i1, i2,… 

,𝑖dz}, the element im = 1 and values belong to all the 

other elements are zeros. So that, the total number of 
available nodes in the input layer of ANN, M, could be 
obtained [6]. 

Vectors of the input attributes, Id, to the input layer 
belonging to the ANN can be formatted as Id = {i1, i2. . 
., im . . . iM }d, where d = (1, 2, . . . , D), where D is the 
number of training data given to the input layer [6]. 

Vector of the output class, Or (r = 1, 2, . . . , R), was 
encoded into R length binary sub-string as {o1, o2,…, 
𝑜r }, where R is the total number of the different 
probable classes. If the output vector belongs to Or 
then the value of the or is equal to 1 and values of the 
remaining elements in the Or vector are zeros [6].  In 
this study, the number of output layer’s nodes (R) was 
determined as two because of the dataset with two 
classes.  

The class attribute Class of WBC dataset has 
Boolean value. A value of 0 indicates that patient is 
benign. If the value 1 indicate that patient is malignant. 

 

 
Table. II. An example of the converted binary-coded values 

 

D. Performance Evaluation and Experimental Study 

Accuracy is used to measure classification ability of 
output class. In this study, equation 3 was used 
accuracy value for performance evaluation of proposed 
algorithm. Accuracy for each value of output class is 
calculated as follow. 

 

𝐴𝑐𝑐. = {
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠
}     (3) 

 

In this study, a novel approach to extract rules from 
TANN using WBC dataset was proposed. VNS method 
was preferred for optimization of fitness function so that 
the most effective and accurate rules could be 
extracted. The aim is to obtain the optimum string 
values by maximizing the fitness function, Sr.  The 

algorithm of proposed model was shown in detail in 
bellow. In addition, the flowchart of the approach used 
to obtain the optimum solution values by maximizing 
the Sr is shown in Fig. 2. The process steps of the 
proposed approach are given bellow; 

1. Separate input and output vectors from the 
dataset. Data converts binary coded values 
2. Train the ANN using input and output vectors 
with binary-coded 
3. Generate weight vectors (W1m,n and W2n,r)  from 
the trained ANN. 
4. Initialize set parameters. Set as fitness function 
Sr shown in equation 2. 
5. Create an initial population i. Determine the 
series of neighborhood structures Nk, for 
(k=1,…,kmax); select the stopping criteria; 

ID Attribute Data 
Number of binary 

variables 
Sub-ranges 

A1 Clump Thickness Continuous 3 (-; 4], (4; 7], (7,-) 

A2 Cell size uniformity Categorical 3 (-; 4], (4; 7], (7,-) 

A3 Cell shape uniformity Continuous 3 (-; 4], (4; 7], (7,-) 

A4 Marginal adhesion Continuous 3 (-; 4], (4; 7], (7,-) 

A5 Single epi cell size Continuous 3 (-; 4], (4; 7], (7,-) 

A6 Bare Nuclei Continuous 3 (-; 4], (4; 7], (7,-) 

A7 Bland Chromatin Continuous 3 (-; 4], (4; 7], (7,-) 

A8 Normal Nucleoli Continuous 3 (-; 4], (4; 7], (7,-) 

A9 Mitoses Continuous 3 (-; 4], (4; 7], (7,-) 

O Class Categorical 2 {Benign}, {Malignant} 

A1 A2 A3 A4 A5 A6 A7 A8 A9 O 

i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 i11 i12 i13 i14 i15 i16 i17 i18 i19 i20 i21 i22 i23 i24 i25 i26 i27 o1 o2 

0 0 1 0 1 0 0 1 0 0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0 0 1 0 1 

0 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 
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6. Repeat the below process until the stopping 
criteria is provided. 

6.1 Set k=1; Maximize the fitness function 
Sr(id); Repeat the below process steps until k = 
kmax;  

a. Generate a random solution x´ from 
the kth neighborhood of x (x´ ϵ Nk(x)); 
b. If this solution is better than the current 
initial solution, x=x´, and continue the 
search with the first neighbourhood N1 (k= 
1), otherwise, assign the value k=k +1; 

6.2 Evaluate the fitness function according to 
initial population. 

7. Maintain all the solutions of bigger Sr values than 
an indicated threshold value. 
8. Rule extraction: Find fitness solutions which 
have the largest value of the solutions produced. 
Add these deleted solutions to the rule list. 
9. Convert the solutions to the linguistic rules (if-

then). 

 

 

Fig. 2. Flowchart for proposed approach 
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III. EVALUATION OF THE STUDY 

In this study, WBC dataset with 683 input vectors 
(Id) was used to extract rules with VNS from TANN. The 
optimum ANN structure with minimum fitness value 
was obtained with 7 hidden nodes, learning coefficient 
as 0.001, momentum coefficient as 1 after the 
experiments. The momentum parameter is used to 
prevent the system from converging to a local 
minimum. Maximum series of neighborhood structures 
Nk (kmax) as 2. The first neighborhood structure is used 
in the study is random two interchange. The second 
neighborhood structure is randomly crossing to 
exchange. The stopping criteria of ANN are the number 
of iteration and minimum error rate. These values were 
selected as 20000 and 0.01 respectively. 

The number of nodes in the input and output layers 
are 27 and 2 respectively. When VNS algorithm was 
applied to TANN, it was seen that number of rules were 
changing depending on the threshold value.  

The extracted rules and the refinement rules 
belonging to output class taking into account the fitness 
values obtained from WBC dataset are presented in 
Tables 3 and 4.  

The binary codes of related attributes were used to 
extract rules. If more than one attribute are available in 
the same time. The attributes must combine with “OR” 
operator. In the rule extraction process. the presence 
of “OR” operator isn’t desirable situation because it is 
called as uncertainty conjunction. So, the small number 
of “OR” operator shows the consistency and efficiency 
of rule extraction method.  

When are examined extracting example rules in 
Tables 3 and 4, it isn't appeared any uncertainty 
conjunction in the rules. Therefore, same values of the 
extracted rules and refinement rules columns. When a 
rule which is not included in the rules Extracted is input, 
will be achieved "It does not belong to any class" 
output.  These results obtained by this algorithm show 
that the method is consistently and efficiently. 

 
Table. III.  Examle rules are extracted for the class 0 

Rule 
no. 

Fitness Extracted rules 

1 0.99968 
If Clump Thickness = (-; 4] and Cell size uniformity= (-; 4] and Cell shape uniformity = (-; 4] 
and Marginal adhesion = (-; 4] and Single epi cell size = (-; 4] and Bare Nuclei = (-; 4] and 

Bland Chromatin = (-; 4] and Normal Nucleoli = (-; 4] and Mitoses= (-; 4] is Class= “Benign” 

2 0.99961 
If Clump Thickness = (-; 4] and Cell size uniformity= (-; 4] and Cell shape uniformity = (-; 4] 
and Marginal adhesion = (-; 4] and Single epi cell size = (-; 4] and Bare Nuclei = (-; 4] and 

Bland Chromatin = (-; 4] and Normal Nucleoli = (-; 4] and Mitoses= (-; 4] is Class= “Benign” 

3 0.99926 
If Clump Thickness = (-; 4] and Cell size uniformity= (-; 4] and Cell shape uniformity = (-; 4] 
and Marginal adhesion = (-; 4] and Single epi cell size = (-; 4] and Bare Nuclei = (-; 4] and 

Bland Chromatin = (-; 4] and Normal Nucleoli = (-; 4] and Mitoses= (-; 4] ise Class= “Benign” 
 

Table. IV. Examle rules are extracted for the class 1 

Rule 
no. 

Fitness Extracted rules 

1 0.99999 

If Clump Thickness = (7; -) and Cell size uniformity= (-; 4] and Cell shape uniformity = (7; -)  
and Marginal adhesion = (-; 4] and Single epi cell size = (-; 4] and Bare Nuclei = (7; -) and 

Bland Chromatin = (7; -)  and Normal Nucleoli = (7; -) and Mitoses= (7; -)  is Class= 
“Malignant” 

2 0.99999 

If Clump Thickness = (7; -) and Cell size uniformity= (7; -) and Cell shape uniformity = (7; -) 
and Marginal adhesion = (7; -) and Single epi cell size = (7; -) and Bare Nuclei = (-; 4] and 

Bland Chromatin = (7; -) and Normal Nucleoli = (7; -) and Mitoses= (7; -)  is Class= 
“Malignant” 

3 0.99999 

If Clump Thickness = (4; 7] and Cell size uniformity= (-; 4] and Cell shape uniformity = (-; 4] 
and Marginal adhesion = (-; 4] and Single epi cell size = (-; 4] and Bare Nuclei = (-; 4] and 

Bland Chromatin = (-; 4] and Normal Nucleoli = (-; 4] and Mitoses= (4; 7]  is Class= 
“Malignant” 

 
Table. V. Performance evaluation between suggested and other methods 

Methods Accuracy Value. % Reference 

VNS 98.97 Proposed approach 

MTACO-Miner 97.98 Tripathy et. al. 

TACO-Miner 97.71 Özbakır et. al. 

SVM 96.3 Martens et.al. 

RMR 95.92 Thabtah et. al. 

Ant-Miner 95.61 Smaldon et. al. 
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The accuracy value that is achieved by proposed 
method is shown in Table 5. Also. It is shown accuracy 
value with regard other method for WBC dataset. 
Average number of rules for approximately 0.99925 
threshold values is shown in Table 5. The classification 
accuracy values of extracted rules for proposed and 
other methods are shown in Table 5. The suggested 
method obtained accuracy value 98.97 % using 
equation 3 in extracting rules from TANN. 

IV. CONCLUSIONS 

In this study, it was used a new method to extract 
accurate classification rules from trained ANN using 
VNS metaheuristic method on the WBC datasets. The 
proposed method did not perform any of approach, 
review and information extraction to the fitness 
function.  The computational results showed success 
of the proposed VNS method to extract understandable 
rules having high accuracy rates for experimental 
studies.  

It appears that used at least 7 of the 8 input 
attributes in the rules that specified in Tabs. 3 and 4. 
This shows that extracted rules are the stronger the 
stability and interpretability. In addition, the concept of 
uncertainty that specifying the operator "OR" in the 
extracted rules was not observed. Thus, using this 
algorithm can be achieved decision support information 
which has high accuracy on large data sets. 

As shown in Table 5, experiment studies have 
shown that the proposed algorithm is able to produce 
accurate and efficient classification rules. This is a 
quick decision making on the operations performed and 
accurate results are assure obtaining. 
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