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Abstract—A widely known process to examine 
malign tissues is microwave imaging. It depends 
on the contrast in dielectric properties between 
malign and benign tissues. The virtual confocal 
microscope is one of the methods which uses 
microwave frequencies to detect cancer. It 
focuses the incoming reflected waves from the 
tissues using a virtual lens to form a cross 
sectional image of the object being imaged. Here, 
we highlight a mathematical relationship that 
relates the distance between the virtual lens and 
the obtained image with specific values for the 
diameter of the virtual lens used. The allowed 
diameters of the lens for a given specific distance 
from lens to image are calculated. Two objects are 
proposed to be used to clarify the idea. One object 
stands at the center of the virtual lens and the 
other is placed off the center. For each object, two 
images are calculated and compared. One image 
is calculated using a random value for the 
diameter of the lens. Another image is calculated 
using one of the allowed diameters for the virtual 
lens. The images which are calculated using the 
allowed diameter have proven to be of a better 
quality even when objects are placed off the 
center. 
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I.  INTRODUCTION 

Cancer detection is one of the leading topics due to 
the benefits which can be gained in curing people. 
Cross sectional imaging is gaining a lot of interest in 
recent research work as a tool to diagnose malign 
tissues as early as possible and so increase the 
probabilities of curing people. The imaging process 
depends on several issues such as the electrical 
properties of tissues being imaged, the bandwidth 
which is used in imaging, and the reconstruction 
techniques of the received signals from the tissues. 
Each of these topics has gained a lot of research 
interest as to be discussed in this section.  

Among the various breast imaging modalities for 
breast cancer detection, microwave imaging is 
important due to the high contrast in dielectric 
properties between healthy and malign tissues [1]. The 
microwave bandwidth is defined in the range from 3.1 
to 10.6 GHz [1]. The knowledge of these properties at 

the microwave frequencies has been limited due to 
lack of complete information in the reported small-
scale studies [2]. Due to those reasons, this modality 
has received a significant interest and attention from 
the microwave community [1]. Lazebnik et al. 
characterize the wideband microwave-frequency 
dielectric properties for a large number of samples of 
normal breast tissue which are obtained from different 
surgeries at the hospitals of University of Wisconsin 
and University of Calgary [2]. 

In Confocal microwave imaging, a breast is 
illuminated with a pulse of ultra-wideband wave from a 
number of antenna locations. Then, the captured 
reflections from the breast are synthetically focused [3] 
[4]. In ref [3], the detection of malign tissues is 
achieved by the coherent addition of the returns from 
strongly scattering objects. The success of detecting 
and localizing small tumors in three dimensions with 
numerical models of two system configurations 
involving synthetic cylindrical and planar antenna 
arrays are demonstrated in [3]. In ref [4], detection of 
tumors within the breast is achieved by some selected 
focusing technique. Image formation algorithms are 
designed to differentiate between tumor responses 
and early-time and late-time clutter which are reflected 
from skin and normal tissues with different dielectric 
properties [4]. Jacobsen et al. evaluate the 
performance of the cross-correlated back projection 
imaging scheme by using a scanning system in 
phantom experiments. The phantom is scanned with a 
synthetic broadband elliptical antenna in a mono-static 
configuration [4]. 

In microwave imaging, the body being imaged is 
scanned using microwave frequencies and the 
backscattered signal is in the microwave range of 
frequencies as well. Another way for imaging biological 
tissue is thermoacoustic imaging. In it, a body is 
radiated with multiple microwave radiation pulses [5]. 
The microwave pulses are swept across a range of 
microwave frequencies [5]. In response, the tissue 
region backscatters multiple thermoacoustic signals 
which are detected through specially tailored antennas 
for this cause [5]. 

Another way to examine human cells is the 
emerging optoacoustic imaging one [6]. Optoacoustic 
imaging includes features which are required in an 
ideal method such as high contrast and versatility in 
sensing different tissues, excellent spatial resolution, 
and relatively low cost of implementation [6]. The 
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transmitted signal is in the microwave frequencies but 
the response of the tissues is an optoacoustic pulse. 
Lutzweiler et al. discuss the advantages and 
disadvantages of some of the available optoacoustic 
image reconstruction and quantification approaches 
such as back-projection and model-based inversion 
algorithms, sparse signal representation, wavelet-
based approaches, methods for reduction of acoustic 
artifacts and multi-spectral methods for visualization of 
tissue bio-markers [6]. 

In ref [7], a confocal microwave imaging system for 
the detection of early-stage breast cancer is 
discussed. A microwave sensor is proposed which 
presents a novel adaptation and application of the 
principles of ultra wideband radar technology and 
confocal optical microscopy [7]. The sensor is 
comprised of an electronically switched monostatic 
antenna array that synthetically focuses a low-power 
pulsed microwave signal at a focal point within the 
breast and collects the backscattered signal [7]. High 
quality ultra wide-band measurements provide a basis 
for understanding the transient scattering phenomena 
necessary for the development of short-pulse radar 
target identification and detection schemes [8]. 

An image reconstruction algorithm is presented in 
[9] which is computationally efficient and robust for 
breast cancer detection using an ultra-wideband 
confocal microwave imaging system. The image 
reconstruction algorithm is applied to FDTD-computed 
backscatter signals, resulting in a microwave image 
that clearly identifies the presence and location of the 
malignant lesion [9]. 

In ref [10], a reconstruction algorithm for imaging 
large tissue areas with microscopic resolution in vivo is 
presented. Spectrally encoded confocal microscopy is 
proposed as an approach for performing confocal 
imaging. A unique probe configuration and scanning 
geometry are used which gives the advantages of 
having a speed and resolution sufficient for 
comprehensively imaging large tissues areas at a 
microscopic scale in times that are appropriate for 
clinical use [10]. 

Microscopes have been traditionally designed to 
use the human eye to observe the image [11]. But, 
nowadays digital cameras are used as the imaging 
device in both standard and confocal microscopes. 
These new digital detectors are more sensitive to 
intensity and flatness differences than the human eye 
and require new strategies for objective lens design 
[11]. Many modern microscope objectives are well 
suited for confocal scanning as long as they are used 
within their design specifications [12] [13]. With the 
ever-wider use of confocal scanning microscopy for 3D 
live-cell imaging and with new microscope techniques 
emerging, new and improved objectives continue to 
appear [12] [13]. 

A lens is an optical element with two surfaces, at 
least one of which is curved. Lenses of many different 
shapes and sizes are ubiquitous in optical systems as 
diverse as animal eyes, cameras or laser systems [14]. 

The light gathering and focusing properties of lenses 
are well described by geometrical optics and 
optimization of lens geometry to provide the best 
performance is traditionally done using the laws of 
geometrical optics [14]. However, physical optics, 
which describes the propagation of light waves through 
space, must be used to obtain detailed understanding 
of the focusing behavior of lenses [14]. 

In this paper, we study if changing the diameter of 
the lens for a virtual confocal microscope can help us 
to obtain a perfect image for a certain target object.  In 
section 2, the idea of the virtual confocal microscope is 
explained so as to be adapted to the objective of this 
paper. The theoretical background which is used to 
define some allowed values for the diameter of the 
lens is laid out. In section 3, the calculated results are 
shown and illustrated. Two examples of imaging are 
shown so as to clarify the difference in the quality of 
images when using the allowed values. In section 4, a 
discussion of the results is explained and conclusions 
are drawn finally. 

II. METHODOLOGY AND THEORETICAL FOUNDATION 

In this section, we describe the confocal imaging 
system which we would like to improve. The new in 
this paper is the way through which already mentioned 
theory available in the research papers is viewed and 
described. In one subsection, the system by which the 
confocal imaging method works and the proposed 
modification are explained. In another subsection, the 
equations and mathematical foundations for the 
proposed solution are described. 

A. Confocal Imaging System 

The virtual confocal microscope is composed of two 
steps [15]. The first is applied inside the experimental 
laboratory and is shown in fig 1. An object which emits 

a wave front is placed at a distance 1z  from an array 

of antennas. An example of a receiver antenna (Rx) is 
shown. For an object, a synthetic wave front is 
constructed using an array of point sources. The Point 
sources have uniform amplitude equal to one and they 
are phase locked together and placed along a line on 
the   axis as shown. The object is used to generate a 

test wave front which is what we can capture by the 
array of antennas. The length of the array of antennas 
forms the angle of view by which the object is imaged. 
In the second step, the test wave front is 
computationally passed through a virtual thin lens (not 
shown in figure). The lens has the same diameter as 
the length of the array of antennas. By varying the 
intermediate distance (shown in fig 1) between the 
arrays of antennas, the diameter of the virtual lens can 
be varied. The lens focuses computationally the 
incoming wave front to form an image at the far side of 
the lens from the object. An image is calculated using 
monochromatic signal. 
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Fig. 1. : A sketch shows how a virtual confocal 
microscope can work with a lens of variable diameter. 

B. Imaging Equations 

The relation between an object behind a lens and 
its image in front of the lens can be seen as a 
convolution. The propagation from an object plane 

  ,oU  to an image plane  vuiU ,  through a thin lens 

can be described as follows [16]: 

     




  ddvuhoUvuiU ,;,,,  (1) 

where the impulse function   ,;,vuh  describes 

the imaging system in the confocal imaging technique. 
Here, we use the one dimensional form of eq (1) which 
can be expanded to two dimensional form in future 
work. Towards this aim, we redefine the object as 
follows [15]: 

      ,, oUoU   (2) 

where    is a delta function. 
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The intensity of the obtained image is: 

 20,  vuiUI  (5) 

Using the Huygen’s Fresnel principle, the function 

 0,;0,  vuh  takes the following form [16]: 
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where   is the wavelength, 1z  is the distance from 

object to lens, 2z  is the distance from lens to image, 

  is the object axis, u  is the image axis, x  is the lens 

axis and M  is the magnification of the lens used. 

The relationship between 1z  and 2z  is [16]: 
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where f  is the focal length of the lens. 

The exponential part in the 1-D solution (eq (6)) can 
take the form: 
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The object being imaged starts with an amplitude 
equal one and phase equal zero. In order to obtain a 
replica of the object, we need to maximize the real part 
of eq (7). Taking the real part only of eq (7), we get: 

  







 xMu

z






2

2
cos  (8) 

when this term is maximum, we get maximum 
resolution in our image. 

In other words, we need to make: 
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where ,........4,3,2,1,0n  

Then the lens diameter x  can be expressed in the 

following form: 

 

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where 
1

2

z

z
M  . 

III. RESULTS 

In this section, Matlab
TM

 is initiated to be used to 
calculate eq (5) and (11). The allowed values for the 
diameter of the virtual lens which is required to 
calculate a perfect image are calculated. An object 
similar to that shown in fig 1 is used to test the 
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possible diameters of the lens in forming an image. 
The intensity “I” for the side lobes and the center point 
of an image are the two parameters which are used to 
evaluate our results. Two cases are studied in this 
section. In one case, we use an object which is placed 

at the center of the object space   , . In another 

case, an object which is placed off the center of the 
object space is used. 

A. Variable Diameter 

In this subsection, eq (11) is used to calculate the 
possible values for the diameter of the virtual lens. 
Those values enable us to calculate the best possible 
image for the object being imaged. The wavelength 
which is used in our calculations is 006.0 m. The 

distance between the lens and the calculated image 

which is used is 2.02 z m. The amplification ratio for 

the lens which is used is 1M . When  u  have the 

smallest value other than zero, we can get the possible 
values of the lens diameter x . The minimum 

difference between the pixels in the object space and 

that in the image space is   002.0min u m. 

Using the above mentioned values in eq (11), the 
possible values for the diameter of the lens can be 
calculated as shown in table I. 

TABLE I.  : A SERIES OF DIFFERENT DIAMETERS AT WHICH IMAGES 

WITH BETTER RESOLUTION CAN BE CALCULATED. 

n  Lens Diameter ( x ) 

1 0.59 

2 1.2 

3 1.78 

4 2.38 

5 2.97 

Each diameter which is shown in table I 
corresponds to a different value for the parameter n . 

The diameter of the virtual lens for 0n  is omitted 

because it is a non-practical value. 

By examining the equation: 

 


Mu

n

z

x




2
 

The right hand side of this equation is constant and 

the whole equation is independent of 1z . 

So if I have several objects each one corresponds 

to a different 1z  that is to say: 10z , 11z , 12z , 13z ,  

Each of these 1z  corresponds to a different 2z  

namely 20z , 21z , 22z , 23z , ………. So, if we need a 

specific 2z  then we need to calculate the 

corresponding x  (lens diameter) that would keep the 

ratio on the left hand side the same where 0x  

corresponds to 20z , 1x  corresponds to 21z , and so 

on. 

B. Better Imaging Resolution 

In this subsection, eq (5) is used to calculate 
images for different objects used. Two objects are set 
to test the possible calculated values for the diameters 
of the lens. For each case, an image is calculated for 
the object used using two values of the diameters. One 
value is taken from table I which is calculated using eq 
(11). We have chosen the value which is calculated for

1n . A second value is chosen randomly for the 

diameter of the lens to calculate the image of the 
object. The second choice is used to clarify the 
difference when choosing a diameter different than the 
proposed ones in table I. 

 

Fig. 2. : The object and its images at two different 
diameters of the virtual lens used. (a) shows a line of point 
sources placed at center of object space. (b) shows an 
image of the object when x  is approximately 1m. (c) shows 

an image of the object when x  is equal 0.59m. 

The object in fig 2a is composed of 100 pixels with 
a total length of 0.2m. It contains an array of point 
sources which have amplitude equal to one and a total 
length equal 0.05m. The starting phase of all point 
sources is zero. They are placed so that the center of 
the array is at the point 0 m. Eq (5) is used to 

calculate the image of the object after propagating 
through a thin lens. The image when using a diameter 
of lens approximately equal to 1m is shown in fig 2b. 
Another image which is calculated when using a 
diameter of lens approximately equal to 0.59m is 
shown in fig 2c. The results which are seen in fig 2 are 
tabulated in table II. 

TABLE II.  : THE RESULTS IN FIG 2 ARE TABULATED. 

x \ u  0 0.04 

1 0.5344 0.0005377 

0.59 0.9999 0.00001 

In fig 2b, the intensity of the image at 0u  is 

0.5344. While, the intensity of the image at the side 
lobe 04.0u  is 0.0005377. The image doesn’t 

represent the object being imaged. The same 
calculations are repeated but while using the defined 
diameter at 1n . In fig 2c, the intensity of the image at 

0u  is 0.9999. While, the intensity of the image at the 

side lobe 04.0u  is 0.00001. The intensity for the side 

lobe has decreased to 1/50 of the value in fig 2b. The 
image in fig 2c is a good representation of the object 
being imaged. The closer the imaged object to the 
central axis of the virtual lens, the more balanced is 
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the emitted waves which are collected by the lens from 
both sides of that object and so the better the ability of 
the lens to form an accurate image of the object. Next, 
the position of the object is changed to test imaging 
objects which are placed away from the central axis of 
the virtual lens. 

 

Fig. 3. : (a) shows a line of point sources placed at the left 
side of object space. (b) shows image when x  is 

approximately 1m. (c) shows image when x  is equal 0.59m. 

The object in fig 3a has the same properties as that 
which is shown in fig 2a. But, the only difference is that 
the center of the array of point sources has moved so 
that it is placed at the point 06.0 m. Eq (5) is again 

used to calculate the image of the object after 
propagating through a thin lens. The two images which 
are shown in fig 3b and 3c are calculated using the 
same diameters of lens as those used in fig 2b and 2c 
respectively. The results which are seen in fig 3 are 
tabulated in table III. 

TABLE III.  : THE RESULTS IN FIG 3 ARE TABULATED. 

x \ u  0.06 0.1 

1 0.611 0.00628 

0.59 0.9973 0.000011 

In fig 3b, the intensity of the image at 06.0u  is 

0.611. While, the intensity of the image at the side lobe 
1.0u  is 0.00628. The intensity value of the side lobe 

has increased than that shown in fig 2b because the 
object is placed off the center. The image doesn’t 
represent the object being imaged. The same 
calculations are repeated but while using the defined 
diameter at 1n . In fig 3c, the intensity of the image at 

06.0u  is 0.9973. While, the intensity of the image at 

the side lobe 1.0u  is 0.000011. The image in fig 3c 

is a good representation of the object being imaged 
even when it is moved away from the center of the 
lens. 

IV. DISCUSSION AND CONCLUSION 

Breast cancer detection has gained a wide interest 
in the research community. One of the most successful 
techniques to detect malign tissues is microwave 
imaging because it depends on the contrast in 
dielectric properties between malign and benign 
tissues. The virtual confocal microscope method uses 
microwave frequencies to detect cancer. In this paper, 
we propose modifying the view angle of the virtual lens 
which is used in the method so as to improve the 

resolution of the obtained images. A mathematical 
relationship is found that relates the values of the 
diameter of the virtual lens to the distance between the 
lens and the image plane. The possible allowed values 
for the diameter of the lens are tabulated to image a 
proposed one dimensional object. An array of point 
sources with amplitude equal to one is placed at the 
center of the object plane to test the validity of the 
proposed modification. The image which is calculated 
using a random value for the diameter of the virtual 
lens doesn’t represent the object due to the presence 
of side lobes. But, the proposed calculated values for 
the diameter improved the quality of the obtained 
images significantly. It is generally known that the 
wider the diameter of the lens the more scattered 
waves which can be collected by the lens from the 
object and so the better the ability of the lens to form 
an accurate image for the object [15]. Although the 
random diameter is larger than the proposed one, still 
the image calculated using the later one is better than 
that calculated using the earlier one. The center of the 
array of point sources is moved to be on the left hand 
side of the object plane. The image which is calculated 
using the random diameter has even deteriorated due 
to the fact that the object is placed off the center of the 
virtual lens. But, the calculated diameter has again 
improved the quality of the obtained images. The 
proposed modification has proved to be a success in 
improving the resolution of the obtained images. 
Improving the quality of images in cancer detection 
helps in increasing the probability of detecting cancer 
in its early stages and so increasing the chances of 
curing it. 
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